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Spline Confidence Envelopes For Covariance

Function In Dense Functional/Longitudinal

Data∗

Guanqun Cao1, Li Wang2, Yehua Li2 and Lijian Yang1,3

Michigan State University1, University of Georgia2 and Soochow University3

Abstract

We consider nonparametric estimation of the covariance function for dense func-

tional data using tensor product B-splines. The proposed estimator is computation-

ally more efficient than the kernel-based methods. We develop both local and global

asymptotic distributions for the proposed estimator, and show that our estimator is

as efficient as an oracle estimator where the true mean function is known. Simulta-

neous confidence envelopes are developed based on asymptotic theory to quantify the

variability in the covariance estimator and to make global inferences on the true covari-

ance. Monte Carlo simulation experiments provide strong evidence that corroborates

the asymptotic theory.

Keyword: B spline, confidence envelope, covariance function, functional data, Karhunen-

Loève L2 representation, longitudinal data.

1 Introduction

Covariance estimation is crucial in both functional and longitudinal data analysis. For

longitudinal data, people have found that a good estimation of the covariance function
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improves the efficiency of model estimation ([20, 5]). In functional data analysis (see [19] for

an overview), covariance estimation plays a critical role in functional principal component

analysis ([7, 11, 14, 22, 23, 27, 25]), functional generalized linear models ([1, 13, 16, 24]), and

other functional nonlinear models ([12, 15]). Other related work on functional data analysis

includes [6, 17].

Following [19], the data that we consider are a collection of trajectories {ηi(x)}
n
i=1 which

are i.i.d. realizations of a smooth random function η(x), defined on a continuous interval

X . Assume that {η(x), x ∈ X} is a L2 process, i.e. E
∫ 2

X η(x)dx < +∞, and define the

mean and covariance functions as m(x) = E{η(x)} and G (x, x′) = cov {η(x), η(x′)}. The

covariance function is a symmetric nonnegative-definite function with a spectral decompo-

sition, G (x, x′) =
∑∞

k=1 λkψk(x)ψk (x
′), where λ1 ≥ λ2 ≥ · · · ≥ 0, are the eigenvalues, and

{ψk(x)}
∞
k=1 are the corresponding eigenfunctions and form an orthonormal basis of L2 (X ).

By the standard Karhunen-Loève representation, ηi(x) = m(x) +
∑∞

k=1 ξikϕk(x), where the

random coefficients ξik are uncorrelated with mean 0 and variance 1, and the functions

ϕk =
√
λkψk. In what follows, we assume that λk = 0, for k > κ, where κ is a positive

integer, thus G(x, x′) =
∑κ

k=1 ϕk(x)ϕk (x
′).

We consider a typical functional data setting where ηi (·) is recorded on a regular grid

in X , and the measurements are contaminated with measurement errors. Without loss of

generality, we take X = [0, 1]. Then the observed data are Yij = ηi (Xij) + σ (Xij) εij, for

1 ≤ i ≤ n, 1 ≤ j ≤ N , where Xij = j/N , εij are i.i.d. random errors with E (ε11) = 0

and E(ε211) = 1, and σ2(x) is the variance function of the measurement errors. By the

Karhunen-Loève representation, the observed data can be written as

Yij = m (j/N) +
∑κ

k=1
ξikϕk (j/N) + σ (j/N) εij. (1)

We model m(·) and G(·, ·) as nonparametric functions, and hence {λk}κk=1, {ϕk(·)}κk=1 and

{ξik}κk=1 are unknown and need to be estimated.

There are some important recent works on nonparametric covariance estimation and

principal component analysis in functional data setting described above, for example [7,

14, 23]. These papers are based on kernel smoothing methods and only contain results on

convergence rates. So far, there is no theoretical work on simultaneous or uniform confidence

envelopes for G (x, x′). Nonparametric simultaneous confidence regions are powerful tools

for making global inference on functions, see [2, 8, 26] for related theory and applications.

The fact that simultaneous confidence regions have not been established for functional data

is certainly not due to lack of interesting applications, but to the greater technical difficulty

to formulate such regions and to establish their theoretical properties.

2



Technical Report RM 689, Department of Stat & Prob, MSU

In this paper, we consider dense functional data, which requires N ≫ nθ as n → ∞
for some θ > 0, and propose to estimate G (x, x′) by tensor product B-splines. In contrast

with the existing work on nonparametric covariance estimation, which are mostly based on

kernel smoothing ([7, 14, 23]), our proposed spline estimator is much more efficient in terms

of computation. The reason is that the kernel smoothers are evaluated pointwise, while for

the spline estimator, we only need to solve for a small number of spline coefficients to have

an explicit expression for the whole function. For smoothing a two dimensional covariance

surface with a moderate sample size, the kernel smoother might take up to one hour, while

our spline estimator only takes a few seconds. Computation efficiency is a huge advantage

for the spline methods in analyzing large data sets and in performing simulation studies. See

[10] for more discussions on the computational merits of spline methods.

We show that the estimation error in the mean function is asymptotically negligible

in estimating the covariance function, and our covariance estimator is as efficient as an

oracle estimator where the true mean function is known. We derive both local and global

asymptotic distribution for the proposed spline covariance estimator. Especially, based on

the asymptotic distribution of the maximum deviation of the estimator, we propose a new

simultaneous confidence envelope for the covariance function, which can be used to visualize

the variability of the covariance estimator and to make global inferences on the shape of the

true covariance.

We organize our paper as follows. In Section 2 we describe the spline covariance estimator

and state our main theoretical results. In Section 3 we provide further insights into the error

structure of our spline estimator. Section 4 describes the actual steps to implement the

confidence envelopes. We present simulation studies in Section 5. Proofs of the technical

lemmas are in the Appendix.

2 Main results

To describe the tensor product spline estimator of the covariance functions, we first introduce

some notation. Denote a sequence of equally-spaced points {tJ}Ns

J=1, called interior knots

which divide the interval [0, 1] into (Ns + 1) subintervals IJ = [tJ , tJ+1), J = 0, ...., Ns −
1, INs = [tNs , 1]. Let hs = 1/ (Ns + 1) be the distance between neighboring knots. Let

H(p−2) = H(p−2) [0, 1] be the polynomial spline space of order p, which consists all p−2 times

continuously differentiable functions on [0, 1] that are polynomials of degree p − 1 on each

interval. The J th B-spline of order p is denoted by BJ,p as in [3]. Thus we define the tensor
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product spline space as

H(p−2),2[0, 1]2 ≡ H(p−2),2 = H(p−2) ⊗H(p−2)

=

{
Ns∑

J,J ′=1−p

bJJ ′pBJ,p (x)BJ ′,p (x
′) , bJJ ′p ∈ R, x, x′ ∈ [0, 1]

}
.

If the mean function m(x) was known, one could compute the errors

Uij ≡ Yij −m(j/N) =
κ∑

k=1

ξikϕk (j/N) + σ (j/N) εij, 1 ≤ i ≤ n, 1 ≤ j ≤ N.

Denote Ū·jj′ = n−1
∑n

i=1 UijUij′ , 1 ≤ j ̸= j′ ≤ N , one can then define the “oracle estimator”

of the covariance function

G̃p2 (·, ·) = argmin
g(·,·)∈H(p2−2),2

∑
1≤j ̸=j′≤N

{
Ū·jj′ − g (j/N, j′/N)

}2
, (2)

using tensor product splines of order p2 ≥ 2. Since the mean function m(x) is unavailable

when one analyzes data, one can use instead the spline smoother of m(x), i.e.,

m̂p1(·) = argmin
g(·)∈H(p1−2)

n∑
i=1

N∑
j=1

{Yij − g (j/N)}2 , p1 ≥ 1.

To mimic the above oracle smoother, we define

Ĝp1,p2(·, ·) = argmin
g(·,·)∈H(p2−2),2

∑
1≤j ̸=j′≤N

{
ˆ̄U·jj′,p1 − g (j/N, j′/N)

}2

, (3)

where ˆ̄U·jj′,p1 = n−1
∑n

i=1 Ûijp1Ûij′p1 with Ûijp1 = Yij − m̂p1 (j/N).

Let Ns1 be the number of interior knots for mean estimation, and Ns2 be the number of

interior knots for Ĝp1,p2(x, x
′) in each coordinate. In other words, we have N2

s2
interior knots

for the tensor product spline space H(p2−2),2. For any ν ∈ (0, 1], we denote Cq,ν [0, 1] as the

space of ν-Hölder continuous functions on [0, 1],

Cq,ν [0, 1] =

{
ϕ : supx ̸=x′,x,x′∈[0,1]

|ϕ(q)(x)−ϕ(q)(x′)|
|x−x′|ν < +∞

}
. We now state the technical assump-

tions as follows:

(A1) The regression function m ∈ Cp1−1,1 [0, 1].

(A2) The standard deviation function σ (x) ∈ C0,ν [0, 1]. For any k = 1, 2, . . . κ, ϕk (x) ∈
Cp2−1,ν [0, 1]. Also sup(x,x′)∈[0,1]2 G (x, x′) < C, for some positive constant C and

minx∈[0,1]G (x, x) > 0.
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(A3) The number of knots Ns1 and Ns2 satisfy n1/(4p1) ≪ Ns1 ≪ N , n1/(2p2) ≪ Ns2 ≪
min

(
N1/3, n1/3

)
and Ns2 ≪ Np1

s1
.

(A4) The number κ of nonzero eigenvalues is finite. The variables (ξik)
∞,κ
i=1,k=1 and (εij)

∞,∞
i=1,j=1

are independent. In addition, Eε11 = 0, Eε211 = 1, Eξ1k = 0, Eξ21k = 1 and

max1≤k≤κE |ξ1k|
δ1 < +∞, E |ε11|δ2 < +∞, for some δ1, δ2 > 4.

Assumptions (A1)-(A4) are standard in the spline smoothing literature; see [9], for

instance. In particular, (A1) and (A2) guarantee the orders of the bias terms of the spline

smoothers for m(x) and ϕk (x). Assumption (A3) is a weak assumption to ensure the order

of the bias and noise terms provided in Section 3. Assumption (A4) is necessary for strong

approximation. More discussion about the assumptions is in Section 4. The next proposition

provides that the tensor product spline estimator Ĝp1,p2 is uniformly close to the oracle

smoother at the rate of op
(
n−1/2

)
.

Proposition 2.1. Under Assumptions (A1)-(A4), one has

sup
(x,x′)∈[0,1]2

n1/2
∣∣∣Ĝp1,p2(x, x

′)− G̃p2(x, x
′)
∣∣∣ = op (1) .

This proposition allows one to construct confidence envelopes for G based on the ten-

sor product spline estimator Ĝp1,p2 rather than unavailable “oracle estimator” G̃p2 . The

next theorem provides a pointwise asymptotic approximation to the mean squared error of

Ĝp1,p2(x, x
′).

Theorem 2.1. Under Assumptions (A1)-(A4),

nE[Ĝp1,p2(x, x
′)−G(x, x′)]2 = V (x, x′) + o(1),

where V (x, x′) = G (x, x′)2 +G (x, x)G (x′, x′) +
∑κ

k=1 ϕ
2
k (x)ϕ

2
k (x

′)
(
Eξ41k − 3

)
.

To obtain the quantile of the distribution of n1/2
∣∣∣Ĝp1,p2(x, x

′)−G(x, x′)
∣∣∣V −1/2 (x, x′),

one defines

ζZ (x, x′) =

{
κ∑

k ̸=k′

Zkk′ϕk (x)ϕk′ (x
′) +

κ∑
k=1

ϕk (x)ϕk (x
′)Zk

(
Eξ41k − 1

)1/2}
V −1/2 (x, x′) ,

(4)

where Zkk′ = Zk′k and Zk are i.i.d. N (0, 1) random variables. Hence, for any (x, x′) ∈
[0, 1]2, ζZ (x, x′) is a standardized Gaussian field such that EζZ (x, x′) = 0, Eζ2Z (x, x′) = 1.
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Define Q1−α as the 100 (1− α)th percentile of the absolute maxima distribution of ζZ (x, x′),

∀ (x, x′) ∈ [0, 1]2, i.e.

P

{
sup

(x,x′)∈[0,1]2
|ζZ (x, x′)| ≤ Q1−α

}
= 1− α,∀α ∈ (0, 1) .

The following addresses the simultaneous envelopes for G(x, x′).

Theorem 2.2. Under Assumptions (A1)-(A4), for any α ∈ (0, 1),

lim
n→∞

P

{
sup

(x,x′)∈[0,1]2
n1/2

∣∣∣Ĝp1,p2(x, x
′)−G(x, x′)

∣∣∣V −1/2 (x, x′) ≤ Q1−α

}
= 1− α,

lim
n→∞

P
{
n1/2

∣∣∣Ĝp1,p2(x, x
′)−G(x, x′)

∣∣∣V −1/2 (x, x′) ≤ Z1−α/2

}
= 1− α, ∀(x, x′) ∈ [0, 1]2,

where Z1−α/2 is the 100 (1− α/2)th percentile of the standard normal distribution.

Remark 1. Although this covariance function estimator cannot be guaranteed to be positive

definite, it tends to the true positive definite covariance function in probability.

The next result follows directly from Theorem 2.2.

Corollary 2.1. Under Assumptions (A1)-(A4), as n → ∞, an asymptotic 100 (1− α)%

confidence envelope for G(x, x′), ∀(x, x′) ∈ [0, 1]2 is

Ĝp1,p2(x, x
′)± n−1/2Q1−αV

1/2 (x, x′) , ∀α ∈ (0, 1) , (5)

while an asymptotic 100 (1− α)% pointwise confidence envelope for G(x, x′), ∀(x, x′) ∈ [0, 1]2

is

Ĝp1,p2(x, x
′)± n−1/2Z1−α/2V

1/2 (x, x′) , ∀α ∈ (0, 1) .

Remark 2. Although the above confidence envelopes for G(x, x′) is most useful, one can

also construct asymptotic 100 (1− α)% confidence ceiling and floor for G(x, x′) as

Ĝp1,p2(x, x
′) + n−1/2QU,1−αV

1/2 (x, x′) , ∀α ∈ (0, 1) ,

Ĝp1,p2(x, x
′)− n−1/2QU,1−αV

1/2 (x, x′) , ∀α ∈ (0, 1) , (6)

respectively, in which QU,1−α satisfies that P
{
sup(x,x′)∈[0,1]2 ζZ (x, x′) ≤ QU,1−α

}
= 1 − α,

∀α ∈ (0, 1).
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3 Error structure for the spline covariance estimator

To gain a deeper understanding on the behavior of the spline covariance estimator, we

provide an asymptotic decomposition for the estimation error Ĝp1,p2(x, x
′) − G(x, x′). We

first introduce some additional notation. For any Lebesgue measurable function ϕ on a

domain D, denote ∥ϕ∥∞ = supx∈D |ϕ (x)|. In this paper, D = [0, 1] or [0, 1]2. For any

bivariate Lebesgue measurable function ϕ and φ, define their theoretical and empirical inner

products as

⟨ϕ, φ⟩ =
∫ 1

0

∫ 1

0

ϕ (x, x′)φ (x, x′) dxdx′, ⟨ϕ, φ⟩2,N = N−2
∑

1≤j ̸=j′≤N

ϕ (j/N, j′/N)φ (j/N, j′/N) ,

with the corresponding theoretical and empirical L2 norms defined as

∥ϕ∥22 =
∫ 1

0

∫ 1

0
ϕ2 (x, x′) dxdx′ and ∥ϕ∥22,N = N−2

∑
1≤j ̸=j′≤N ϕ

2 (j/N, j′/N) respectively.

For simplicity, denote BJJ ′,p2 (x, x
′) = BJ,p2 (x)BJ ′,p2 (x

′) and

Bp2 (x, x
′) =

(
B1−p2,1−p2,p2 (x, x

′) , . . . , BNs2 ,1−p2,p2 (x, x
′) ,

. . . , B1−p2,Ns2 ,p2
(x, x′) , . . . , BNs2 ,Ns2 ,p2

(x, x′)
)T ,

where sup(x,x′)∈[0,1]2 ∥Bp2 (x, x
′)∥∞ ≤ 1. Further denote

Vp2,2 = (⟨BJJ ′,p2 , BJ ′′J ′′′,p2⟩)
Ns2

J,J ′,J ′′,J ′′′=1−p2
, V̂p2,2 =

(
⟨BJJ ′,p2 , BJ ′′J ′′′,p2⟩2,N

)Ns2

J,J ′,J ′′,J ′′′=1−p2

(7)

as the theoretical and empirical inner product matrices of {BJJ ′,p2 (x, x
′)}Ns2

J,J ′=1−p2
.

Next we discuss the tensor product spline space H(p1−2),2 and the representation of the

tensor product spline estimator Ĝp1,p2 in (3) more carefully. Denote the design matrix X as

X =

{
Bp2

(
2

N
,
1

N

)
, . . . ,Bp2

(
1,

1

N

)
, . . . ,Bp2

(
1

N
, 1

)
, . . . ,Bp2

(
1− 1

N
, 1

)}T

.

We rewrite Ĝp1,p2(x, x
′) in (3) as

Ĝp1,p2(x, x
′) ≡ β̂

T

p1,p2
Bp2 (x, x

′) , (8)

where β̂p1,p2 is the collector of the estimated spline coefficients by solving the following least

squares

β̂p1,p2 = argmin
bp2∈R(Ns+p2)

2

∑
1≤j ̸=j′≤N

{
ˆ̄U·jj′,p1 − bT

p2
BJJ ′p2(j/N)

}2

.

By elementary algebra, one obtains

Ĝp1,p2(x, x
′) = BT

p2
(x, x′) (XTX)−1XT ˆ̄Up1 ,

7
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G̃p2(x, x
′) = BT

p2
(x, x′) (XTX)−1 XTŪ, (9)

where ˆ̄Up1 =
(
ˆ̄U·21,p1 , . . . ,

ˆ̄U·N1,p1 , . . . ,
ˆ̄U·1N,p1 , . . . ,

ˆ̄U·(N−1)N,p1

)T

and

Ū = (Ū·21, . . . , Ū·N1, . . . , Ū·1N , . . . , Ū·(N−1)N)
T.

By the definitions of empirical inner product and V̂p2,2 in (7), one has

XTX = N2V̂p2,2, XTŪ =
∑

1≤j ̸=j′≤N

Bp2 (j/N, j
′/N) Ū·jj′ .

By Proposition 2.1, decomposing the error in Ĝp1,p2(x, x
′) is asymptotically equivalent

to decomposing G̃p2(x, x
′) − G(x, x′). Therefore, below we decompose Ū·jj′ into four parts,

where

Ū1jj′ = n−1

n∑
i=1

κ∑
k ̸=k′

ξikξik′ϕk (j/N)ϕk′ (j
′/N) ,

Ū2jj′ = n−1

κ∑
k=1

n∑
i=1

ξ2ikϕk (j/N)ϕk (j
′/N) ,

Ū3jj′ = n−1

n∑
i=1

σ (j/N) σ (j′/N) εijεij′ ,

Ū4jj′ = n−1

n∑
i=1

{
κ∑

k=1

ξikϕk (j/N) σ (j′/N) εij′ +
κ∑

k=1

ξikϕk (j
′/N) σ (j/N) εij

}
.

Denote Ūi =
{
Ūijj′

}
1≤j ̸=j′≤N

, Ũip2 (x, x
′) = BT

p2
(x, x′) (XTX)−1 XTŪi for i = 1, 2, 3, 4. Then

G̃p2(x, x
′) yields the following decompotion

G̃p2(x, x
′) = Ũ1p2 (x, x

′) + Ũ2p2 (x, x
′) + Ũ3p2 (x, x

′) + Ũ4p2 (x, x
′) .

Define

U1(x, x
′) = n−1

n∑
i=1

κ∑
k ̸=k′

ξikξik′ϕk (x)ϕk′ (x
′) , (10)

U2(x, x
′) = G (x, x′) +

κ∑
k=1

{
ϕk (x)ϕk (x

′)

(
n−1

n∑
i=1

ξ2ik − 1

)}
. (11)

In the following proposition, we illustrate the facts that Ũ1p2 (x, x
′) and Ũ2p2 (x, x

′) are the

dominating terms, which converge uniformly to U1(x, x
′) and U2(x, x

′) respectively, while

Ũ3p2 (x, x
′) and Ũ4p2 (x, x

′) are negligible noise terms.

Proposition 3.1. Under Assumptions (A2)-(A4), one has∥∥∥Ũ1p2 + Ũ2p2 − U1 − U2

∥∥∥
∞
+
∥∥∥Ũ3p2

∥∥∥
∞
+
∥∥∥Ũ4p2

∥∥∥
∞

= op
(
n−1/2

)
. (12)

8
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4 Implementation

In this section, we describe the procedure to implement the confidence envelopes. Given

the data set (j/N, Yij)
N,n
j=1,i=1 , the number of interior knots Ns1 for m̂p1(x) is taken to

be [n1/(4p1)logn], where [a] denotes the integer part of a. Meanwhile, the spline estima-

tor Ĝp1,p2(x, x
′) is obtained by (8) with the number of interior knots Ns2 = [n1/(2p2)loglogn].

These choices of knots satisfy condition (A3) in our theory.

To construct the confidence envelopes, one needs to evaluate the percentile Q1−α and

estimate the variance function V (x, x′). An estimator V̂ (x, x′) of V (x, x′) is

V̂ (x, x′) = Ĝp1,p2(x, x
′)2 + Ĝp1,p2(x, x)Ĝp1,p2(x

′, x′) +
∑κ

k=1
ϕ̂
2

k (x) ϕ̂
2

k (x
′)
(
n−1

∑n

i=1
ξ̂
4

ik − 3
)
,

where ϕ̂k and ξ̂ik are the estimators of ϕk and ξik respectively. According to [24], the

estimates of eigenfunctions and eigenvalues correspond to the solutions ϕ̂k and λ̂k of the

eigen-equations, ∫ 1

0

Ĝp1,p2(x, x
′)ϕ̂k (x) dx = λ̂kϕ̂k (x

′) , (13)

where the ϕ̂k are subject to
∫ 1

0
ϕ̂
2

k (t) dt = λ̂k and
∫ 1

0
ϕ̂k (t) ϕ̂k′ (t) dt = 0 for k′ < k. Since

N is sufficiently large, (13) can be approximated by N−1
∑N

j=1 Ĝp1,p2(j/N, j
′/N)ϕ̂k (j/N) =

λ̂kϕ̂k (j
′/N). For the same reason, the estimation of ξik has the form of

ξ̂ik = N−1
∑N

j=1
λ̂
−1

k (Yij − m̂p1(j/N)) ϕ̂k (j/N) .

To choose the number of principal components, κ, [18] described two methods. The first

method is the “pseudo-AIC” criterion proposed in [23]. The second is a simple “fraction

of variation explained” method, i.e. select the number of eigenvalues that can explain, say,

95% of the variation in the data. From our experience in the numerical studies, the simple

“fraction of variation explained” method often works well.

Finally, to evaluate Q1−α, we need to simulate the Gaussian random field ζZ(x, x
′) in

(4). The definition of ζZ(x, x
′) involves ϕk(x) and V (x, x′), which are replaced by their

estimators described above. The fourth moment of ξ1k is replaced by the empirical moments

of ξ̂ik. We simulate a large number of independent realizations of ζZ(x, x
′), and take the

maximal absolute deviation for each copy of ζZ(x, x
′). Then Q1−α is estimated by the

empirical percentiles of these maximum values.

9
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5 Simulation

To illustrate the finite-sample performance of the spline approach, we generated data from

the model

Yij = m (j/N) +
∑2

k=1
ξikϕk (j/N) + σεij, 1 ≤ j ≤ N, 1 ≤ i ≤ n,

where ξik ∼ N(0, 1), k = 1, 2, εij ∼ N(0, 1), for 1 ≤ i ≤ n, 1 ≤ j ≤ N , m(x) = 10 +

sin {2π (x− 1/2)}, ϕ1(x) = −2 cos {π (x− 1/2)} and ϕ2(x) = sin {π (x− 1/2)}. This setting
implies λ1 = 2 and λ2 = 0.5. The noise levels are set to be σ = 0.5 and 1.0. The number of

subjects n is taken to be 50, 100, 200, 300 and 500, and under each sample size the number

of observations per curve is assumed to be N = 4[n0.3log(n)]. This simulated process has a

similar design as one of the simulation models in [23], except that each subject is densely

observed. We consider both linear and cubic spline estimators, and use confidence levels

1−α = 0.95 and 0.99 for our simultaneous confidence envelops. Each simulation is repeated

500 times.

Figure 1 depicts a simulated data set with n = 200 and σ = 0.5. Table 1 shows

the empirical frequency that the true surface G(x, x′) is entirely covered by the confidence

envelopes. At both noise levels, one observes that, as sample size increases, the true coverage

probability of the confidence envelopes becomes closer to the nominal confidence level, which

shows a positive confirmation of Theorem 2.2.

We present two estimation schemes: a) both mean and covariance functions are es-

timated by linear splines, i.e., p1 = p2 = 2; b) both are estimated by cubic splines, i.e.

p1 = p2 = 4. Since the true covariance function is smooth in our our simulation, the cubic

spline estimator provides better estimate of the covariance function. However, as can been

seen from Table 1, the two spline estimators behave rather similarly in terms of coverage

probability. We also did simulation studies for the cases p1 = 4, p2 = 2 and p1 = 2, p2 = 4,

the coverage rates are not shown here because they are similar to the cases presented in

Table 1.

We show in Figure 2 the spline covariance estimator and the 95% confidence envelops

for n = 200 and σ = 0.5. The two panels of Figure 2 correspond to linear (p1 = p2 = 2)

and cubic (p1 = p2 = 4) spline estimators respectively. In each panel, the true covariance

function is overlayed by the two confidence envelopes.

10
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Table 1: Uniform coverage rates from 500 replications using spline (5).

σ n 1− α Coverage proportion Coverage proportion
(p1 = p2 = 4) (p1 = p2 = 2)

50
0.950
0.990

0.720
0.824

0.710
0.828

100
0.950
0.990

0.858
0.946

0.834
0.930

0.5 200
0.950
0.990

0.912
0.962

0.898
0.956

300
0.950
0.990

0.890
0.960

0.884
0.958

500
0.950
0.990

0.908
0.976

0.894
0.964

50
0.950
0.990

0.626
0.720

0.690
0.796

100
0.950
0.990

0.752
0.874

0.796
0.904

1.0 200
0.950
0.990

0.798
0.912

0.852
0.944

300
0.950
0.990

0.822
0.922

0.828
0.936

500
0.950
0.990

0.864
0.946

0.858
0.946

APPENDIX

Throughout this section, C and c mean some positive constant in this whole section. For

any continuous function ϕ on [0, 1], let ω (ϕ, δ) = maxx,x′∈[0,1],|x−x′|≤δ |ϕ(x)− ϕ (x′)| be its

modulus of continuity. For any vector a = (a1, ..., an) ∈ Rn, denote the norm ∥a∥r =

(|a1|r + · · ·+ |an|r)1/r, 1 ≤ r < +∞, ∥a∥∞ = max (|a1| , ..., |an|). For any n × n symmetric

matrix A, denote by λmin (A) and λmax (A) its smallest and largest eigenvalues, and its

Lr norm as ∥A∥r = maxa∈Rn,a ̸=0 ∥Aa∥r ∥a∥
−1
r . In particular, ∥A∥2 = λmax (A), and if A

is also nonsingular, ∥A−1∥2 = λ−1
min (A). Also L∞ norm for a matrix A = (aij)

m,n
i=1,j=1 is

∥A∥∞ = max1≤i≤m

∑n
j=1 |aij|.

11
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A.1 Preliminaries

For any positive integer p, denote the theoretical and empirical inner product matrices of

{BJ,p(x)}Ns

J=1−p as

Vp =

(∫ 1

0

BJ,p (x)BJ ′,p (x) dx

)Ns

J,J ′=1−p

, V̂p =

(
N−1

N∑
j=1

BJ,p (j/N)BJ ′,p (j/N)

)Ns

J,J ′=1−p

.

(A.1)

The next lemma is a special case of Theorem 13.4.3, Page 404 of [4]. Let p be a positive

integer, a matrix A = (aij) is said to have bandwidth p if aij = 0 when |i− j| ≥ p, and p is

the smallest integer with this property.

Lemma A.1. If a matrix A with bandwidth p has an inverse A−1 and d = ∥A∥2 ∥A−1∥2
is the condition number of A, then ∥A−1∥∞ ≤ 2c0 (1− ν)−1, with c0 = ν−2p ∥A−1∥2, ν =(

d2−1
d2+1

)1/(4p)
.

We establish next that the theoretical inner product matrix Vp defined in (A.1) has an

inverse with bounded l∞ norm.

Lemma A.2. For any positive integer p, there exists a constant Mp > 0 depending only on

p, such that
∥∥V−1

p

∥∥
∞ ≤Mph

−1
s , for a large enough n, where hs = (Ns + 1)−1.

Proof. According to Lemma A.1 in [21], Vp is invertible since it is a symmetric matrix

with all eigenvalues positive, i.e. 0 < cpN
−1
s ≤ λmin (Vp) ≤ λmax (Vp) ≤ CpN

−1
s <∞, where

cp and Cp are positive real numbers. The compact support of B spline basis makes Vp of

bandwidth p, hence one can apply Lemma A.1. Since dp = λmax (Vp) /λmin (Vp) ≤ Cp/cp,

hence

νp =
(
d2p − 1

)1/4p (
d2p + 1

)−1/4p ≤
(
C2

pc
−2
p − 1

)1/4p (
C2

pc
−2
p + 1

)−1/4p
< 1.

If p = 1, then V−1
p = h−1

s INs+p, the lemma holds with Mp = 1. If p > 1, let u1−p =(
1,0T

Ns+p−1

)T
, u0 =

(
0T
p−1, 1,0

T
Ns

)T
, then ∥u1−p∥2 = ∥u0∥2 = 1. Also lemma A.1 in [21]

implies that

λmin (Vp) = λmin (Vp) ∥u1−p∥22 ≤ uT

1−pVpu1−p = ∥B1−p,p∥22 ,

uT

0Vpu0 = ∥B0,p∥22 ≤ λmax (Vp) ∥u0∥22 = λmax (Vp) ,

hence dp = λmax (Vp) /λmin (Vp) ≥ ∥B0,p∥22 ∥B1−p,p∥−2
2 = rp > 1, where rp is an constant

depending only on p. Thus νp =
(
d2p − 1

)1/4p (
d2p + 1

)−1/4p ≥
(
r2p − 1

)1/4p (
r2p + 1

)−1/4p
> 0.

12
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Applying Lemma A.1 and putting the above bounds together, one obtains∥∥V−1
p

∥∥
∞ hs ≤ 2ν−2p

p

∥∥V−1
p

∥∥
2
(1− νp)

−1 hs

≤ 2
(
r2p − 1

)−1/2 (
r2p + 1

)1/2
λ−1
min (Vp)

×
[
1−

(
C2

pc
−2
p − 1

)1/4p × (C2
pc

−2
p + 1

)−1/4p
]−1

hs

≤ 2
(
r2p − 1

)−1/2 (
r2p + 1

)1/2
c−1
p

[
1−

(
C2

pc
−2
p − 1

)1/4p (
C2

pc
−2
p + 1

)−1/4p
]−1

≡Mp.

The lemma is proved. �

Lemma A.3. For any positive integer p, there exists a constant Mp > 0 depending only on

p, such that
∥∥(Vp ⊗Vp)

−1
∥∥
∞ ≤M2

ph
−2
s .

Proof. By LemmaA.2,
∥∥(Vp ⊗Vp)

−1
∥∥
∞ =

∥∥V−1
p ⊗V−1

p

∥∥
∞ ≤

(∥∥V−1
p

∥∥
∞

)2
≤M2

ph
−2
s .

�

Lemma A.4. Under Assumption (A3), for Vp2,2 and V̂p2,2 defined in (7),
∥∥∥Vp2,2 − V̂p2,2

∥∥∥
∞

=

O (Ns2N
−1) and

∥∥∥V̂−1
p2,2

∥∥∥
∞

= O
(
h−2
s2

)
.

Proof. Note that

V̂p2,2 =

{
N−2

∑
1≤j ̸=j′≤N

BJJ ′,p2 (j/N, j
′/N)BJ ′′J ′′′,p2 (j/N, j

′/N)

}Ns2

J,J ′,J ′′,J ′′′=1−p2

=

{
N−2

[
N∑
j=1

BJJ ′,p2 (j/N, j/N)

][
N∑
j=1

BJ ′′J ′′′,p2 (j/N, j/N)

]}Ns2

J,J ′,J ′′,J ′′′=1−p2

−

{
N−2

N∑
j=1

BJJ ′,p2 (j/N, j/N)BJ ′′J ′′′,p2 (j/N, j/N)

}Ns2

J,J ′,J ′′,J ′′′=1−p2

= V̂p2 ⊗ V̂p2

−
{
N−1

[∫ 1

0

BJJ ′,p2 (x, x)BJ ′′J ′′′,p2 (x, x) dx+O(N−1h−1
s2
)

]}Ns2

J,J ′,J ′′,J ′′′=1−p2

= V̂p2 ⊗ V̂p2 +O
(
N−1hs2 +N−2h−1

s2

)
.
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Hence,
∥∥∥V̂p2,2 − V̂p2 ⊗ V̂p2

∥∥∥
∞

= O
(
N−1hs2 +N−2h−1

s2

)
×N2

s2
= O

(
Ns2

N−1
)
. Since∥∥∥Vp2 ⊗Vp2 − V̂p2 ⊗ V̂p2

∥∥∥
∞

= max
1−p2≤J ′,J ′′′≤Ns2

Ns2∑
J,J ′′=1−p2

∣∣∣∣∣N−2

N∑
j,j′=1

BJJ ′,p2 (j/N, j
′/N)BJ ′′J ′′′,p2 (j/N, j

′/N)

−
∫ 1

0

∫ 1

0

BJJ ′,p2 (x, x
′)BJ ′′J ′′′,p2 (x, x

′) dxdx′
∣∣∣∣

≤ max
1−p2≤J ′,J ′′′≤Ns2

Ns2∑
J,J ′′=1−p2

N∑
j,j′=1

∫ j′/N

(j′−1)/N

∫ j/N

(j−1)/N

|BJJ ′,p2 (j/N, j
′/N)

×BJ ′′J ′′′,p2 (j/N, j
′/N)−BJJ ′,p2 (x, x

′)BJ ′′J ′′′,p2 (x, x
′)| dxdx′

≤ Ch−2
s2

(Nhs2)
2 ×N−2 ×N−2h−2

s2
= CN−2h−2

s2
,

applying Assumption (A3) one has
∥∥∥Vp2 ⊗Vp2 − V̂p2,2

∥∥∥
∞

= O (Ns2N
−1).

According to Lemma A.3, for any (Ns2 + p2)
2 vector τ , one has ∥(Vp2 ⊗Vp2)

−1τ∥∞ ≤
h−2
s2

∥τ∥∞. Hence, ∥(Vp2 ⊗Vp2)τ∥∞ ≥ h2s2 ∥τ∥∞. Note that∥∥∥V̂p2,2τ
∥∥∥
∞

≥ ∥(Vp2 ⊗Vp2)τ∥∞ −
∥∥∥(Vp2 ⊗Vp2)τ − V̂p2,2τ

∥∥∥
∞

= O
(
h2s2
)
∥τ∥∞ .

If τ satisfies that
∥∥∥V̂−1

p2,2

∥∥∥
∞

=
∥∥∥V̂−1

p2,2
τ
∥∥∥
∞

≤ O
(
h−2
s2

)
∥τ∥∞ = O

(
h−2
s2

)
, the lemma is proved.

�

Lemma A.5. For V̂p2,2 defined in (7) and any N(N − 1) vector ρ =
(
ρjj′
)
, there exists a

constant C > 0, such that sup
(x,x′)∈[0,1]2

∥∥∥N−2BT

p2
(x, x′)V̂−1

p2,2
XTρ

∥∥∥
∞

≤ C ∥ρ∥∞ .

Proof. Firstly, one has that

∥∥N−2XTρ
∥∥
2

=

∥∥∥∥∥∥N−2

{ ∑
1≤j ̸=j′≤N

BJJ ′,p2 (j/N, j
′/N) ρjj′

}Ns2

J,J ′=1−p2

∥∥∥∥∥∥
2

≤ ∥ρ∥∞ max
1−p2≤J,J ′≤Ns2

∥∥∥∥∥N−2
∑

1≤j ̸=j′≤N

BJJ ′,p2 (j/N, j
′/N)

∥∥∥∥∥
2

≤ h2s2 ∥ρ∥∞ .

Note that for any matrix A = (aij)
m,n
i=1,j=1 and any n by 1 vector α = (α1, . . . , αn)

T, one

has ∥Aα∥∞ ≤ ∥A∥∞ ∥α∥2 , the above together yield that

sup(x,x′)∈[0,1]2

∥∥∥N−2BT

p2
(x, x′)V̂−1

p2,2
XTρ

∥∥∥
∞

≤ sup
(x,x′)∈[0,1]2

∥∥BT

p2
(x, x′)

∥∥
∞

∥∥N−2XTρ
∥∥
2

∥∥∥V̂−1
p2,2

∥∥∥
∞

≤ C sup
(x,x′)∈[0,1]2

∥∥BT

p2
(x, x′)

∥∥
∞ h−2

s2
h2s2 ∥ρ∥∞ ≤ C ∥ρ∥∞ ,
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which proves the lemma. �
Denote ϕ̃kk′ (x, x

′) = BT

p2
(x, x′) (XTX)−1XTϕkk′ , and

ϕkk′ = (ϕk (2/N)ϕk′ (1/N) , . . . , ϕk (1)ϕk′ (1/N) , . . . , ϕk (1/N)ϕk′ (1) , . . . , ϕk (1− 1/N)ϕk′ (1))
T .

We cite next an important result concerning the function ϕ̃kk′(x, x
′). The first part is from

[3], p. 149 and the second is from Theorem 5.1 of [9].

Theorem A.1. There is an absolute constant Cg > 0 such that for every g ∈ C [0, 1],

there exists a function g∗ ∈ H(p−1) [0, 1] such that ∥g − g∗∥∞ ≤ Cgω (g, hs) and in particular,

if g ∈ Cp−1,µ [0, 1], for some µ ∈ (0, 1], then ∥g − g∗∥∞ ≤ Cgh
p−1+µ
s . Therefore, under

Assumption (A2),
∥∥∥ϕkk′ − ϕ̃kk′

∥∥∥
∞

= O
(
hp2s2
)
.

A.2 Proof of Proposition 2.1

Recall that the errors defined in Section 2 are Uij = Yij−m(j/N) and Uij,p1 = Yij−m̂p1(j/N).

For simplicity, denote

X1 =

(
B1−p1,p1(1/N) · · · BNs1 ,p1

(1/N)
· · · · · · · · ·

B1−p1,p1(N/N) · · · BNs1 ,p1
(N/N)

)
N×(Ns1+p1)

for the positive integer p1. We decompose m̂p1(j/N) into three terms m̃p1 (j/N), ξ̃p1 (j/N)

and ε̃p1 (j/N) in the space H(p1−2) of spline functions: m̂p1(x) = m̃p1(x) + ε̃p1(x) + ξ̃p1(x),

where

m̃p (x) = {B1−p1,p1 (x) , . . . , BNs,p1 (x)} (XT

1X1)
−1XT

1m,

ε̃p1 (x) = {B1−p1,p1 (x) , . . . , BNs,p1 (x)} (XT

1X1)
−1XT

1e,

ξ̃p1 (x) = {B1−p1,p1 (x) , . . . , BNs,p1 (x)} (XT

1X1)
−1XT

1

κ∑
k=1

ξ·kϕk,

in whichm = (m (1/N) , . . . ,m (N/N))
T

is the signal vector, e = (σ (1/N) ε·1, . . . , σ (N/N) ε·N)
T

,

ε·j = n−1
∑n

i=1 εij, 1 ≤ j ≤ N is the noise vector and ϕk = (ϕk (1/N) , . . . , ϕk (N/N))
T

are the eigenfunction vectors, and ξ·k = n−1
∑n

i=1 ξik, 1 ≤ k ≤ κ. Thus, one can write

Ûij,p1 = m (j/N) − m̃p1 (j/N) − ξ̃p1 (j/N) − ε̃p1 (j/N) + Uij. We calculate the difference of

Ĝp1,p2(x, x
′)−G̃p2(x, x

′) by checking the difference ˆ̄U·jj′,p1−Ū·jj′ first. For any 1 ≤ j ̸= j′ ≤ N ,

15
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one has

ˆ̄U·jj′,p1 − Ū·jj′

= n−1

n∑
i=1

[
Uij(m̃p1 −m) (j′/N) + Uij′(m̃p1 −m) (j/N) + Uij ξ̃p1 (j

′/N)

+ Uij′ ξ̃p1 (j/N) + Uij ε̃p1 (j
′/N) + Uij′ ε̃p1 (j/N)

]
+ (m̂p1 −m) (j′/N) (m̂p1 −m) (j/N) .

Next, we calculate the super norm of each part of Ĝp1,p2(x, x
′)− G̃p2(x, x

′) respectively. One

can write ε̃p1 (j
′/N) =

∑Ns1
J=1−p1

BJ,p1 (j
′/N)wJ , where {wJ}

Ns1
J=1−p1

= N−1V̂−1
p1
XT

1e and

XT

{
n−1

n∑
i=1

Uij ε̃p1 (j
′/N)

}
1≤j ̸=j′≤N

=

{
n−1

n∑
i=1

∑
1≤j ̸=j′≤N

Uij ε̃p1 (j
′/N)BJJ ′,p2 (j/N, j

′/N)

}Ns2

J,J
′
=1−p2

.

Thus, ∥∥∥∥∥∥XT

{
n−1

n∑
i=1

Uij ε̃p1 (j
′/N)

}
1≤j ̸=j′≤N

∥∥∥∥∥∥
2

2

=

Ns2∑
J,J ′=1−p2

n−1

n∑
i=1

∑
1≤j ̸=j′≤N

Uij

 Ns1∑
J ′′=1−p1

BJ ′′,p1 (j
′/N)wJ ′′

BJJ ′,p2 (j/N, j
′/N)

2

≤
Ns2∑

J,J ′=1−p2

Ns1∑
J ′′=1−p1

[
n−1

n∑
i=1

∑
1≤j ̸=j′≤N

UijBJ ′′,p1 (j
′/N)BJJ ′,p2 (j/N, j

′/N)

]2
×

Ns1∑
J ′′=1−p1

w2
J ′′

= I × II,

where I =
∑Ns2

J,J ′=1−p2

∑Ns1

J ′′=1−p1

{
n−1

∑n
i=1

∑
1≤j ̸=j′≤N UijBJJ ′,p2 (j/N, j

′/N)BJ ′′,p1 (j
′/N)

}2

and II =
∥∥∥N−1V̂−1

p1
XT

1e
∥∥∥2
2
.

Let h∗ = min {hs1 , hs2}. The definition of spline function implies that

E[I] = n−1

Ns2∑
J,J ′=1−p2

Ns1∑
J ′′=1−p1

{
N∑

j,j′′=1

E (U1jU1j′′)BJ,p2 (j/N)BJ,p2 (j
′′/N)

×
N∑

j′ ̸=j

N∑
j′′′ ̸=j′′

BJ ′,p2 (j
′/N)BJ ′′,p1 (j

′/N)BJ ′,p2 (j
′′′/N)BJ ′′,p1 (j

′′′/N)

}
≤ C(G, σ2)n−1N4h2s2h

2
∗Ns2 max {Ns1 , Ns2} ≤ C(G, σ2)n−1N4hs2h∗.
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Hence,
∥∥∥N−2XT {n−1

∑n
i=1 Uij ε̃p1 (j

′/N)}1≤j ̸=j′≤N

∥∥∥
2
= O

(
n−1/2h

1/2
s2 h

1/2
∗

)
. Meanwhile, one

has that II ≤ Cp1 ∥N−1XT
1e∥

2
2 h

−2
s1

= Oa.s.

{
(Nnh2s1)

−1
}
. By Lemma A.5, one has

n1/2 sup
x,x′∈[0,1]

∥∥∥∥∥∥BT

p2
(x, x′)V̂−1

p2,2
N−2XT

{
n−1

n∑
i=1

Uij ε̃p1 (j
′/N)

}
1≤j ̸=j′≤N

∥∥∥∥∥∥
∞

= O
{
n−1/2N−1/2h−1

s1
h1/2s2

h1/2∗ h−2
s2

}
= O

{
n−1/2N−1/2h−1/2

s1
h−3/2
s2

}
= o (1) .

Similarly, one has ξ̃p1 (j
′/N) =

∑Ns1
J=1−p1

BJ,p1 (j
′/N) sJ , where

{sJ}
Ns1
J=1−p1

= N−1V̂−1
p1
XT

1

κ∑
k=1

ξ·kϕk. Assumption (A3) ensures that

∥∥∥∥∥∥XT

{
n−1

n∑
i=1

Uij ξ̃p1 (j
′/N)

}
1≤j ̸=j′≤N

∥∥∥∥∥∥
2

2

≤
Ns2∑

J,J ′=1−p2

Ns1∑
J ′′=1−p1

[
n−1

n∑
i=1

∑
1≤j ̸=j′≤N

UijBJ ′′,p1 (j
′/N)BJJ ′,p2 (j/N, j

′/N)

]2
×

Ns1∑
J ′′=1−p1

s2J ′′

= I × III,

where III =
∥∥∥N−1V̂−1

p1
XT

1

∑κ
k=1 ξ·kϕk

∥∥∥2
2
. Note that

N−1XT

1

κ∑
k=1

ξ·kϕk =

{
κ∑

k=1

ξ·kN
−1

N∑
j=1

BJ,p1 (j/N)ϕk (j/N)

}Ns1

J=1−p1

and

E

[
κ∑

k=1

ξ·kN
−1

N∑
j=1

BJ,p1 (j/N)ϕk (j/N)

]2
= O

(
n−1h2s1

)
,

hence III ≤ Cp1

∥∥N−1XT
1

∑κ
k=1 ξ·kϕk

∥∥2
2
h−2
s1

= Op {(nhs1)−1} and

n1/2 sup
x,x′∈[0,1]

∥∥∥∥∥∥BT

p2
(x, x′)V̂−1

p2,2
N−2XT

{
n−1

n∑
i=1

Uij ξ̃p1 (j
′/N)

}
1≤j ̸=j′≤N

∥∥∥∥∥∥
∞

= O
{
n−1/2h−1/2

s1
h1/2s2

h1/2∗ h−2
s2

}
= O(n−1/2h−3/2

s2
) = o (1) .
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Next one obtains that

E

{
n−1N−2

n∑
i=1

∑
1≤j ̸=j′≤N

UijBJ,p2 (j/N)BJ
′
,p2

(j′/N) (m− m̃p1) (j
′N)

}2

= n−1N−4

N∑
j,j′′=1

E (U1jU1j′′)BJ,p2 (j/N)BJ,p2 (j
′′/N)

×
N∑

j′ ̸=j

N∑
j′′′ ̸=j′′

BJ ′,p2 (j
′/N)BJ ′,p1 (j

′′′/N) (m− m̃p1) (j
′/N) (m− m̃p1) (j

′′′/N)

≤ C(G, σ2)h2p1s1
n−1N−4 (Nhs2)

4 = C(G, σ2)h2p1s1
n−1h4s2 .

Therefore,

n1/2 sup
x,x′∈[0,1]

∥∥∥∥∥∥BT

p2
(x, x′)V̂−1

p2,2
N−2XT

{
n−1

n∑
i=1

Uij (m (j′/N)− m̃p1 (j
′/N))

}
1≤j ̸=j′≤N

∥∥∥∥∥∥
∞

= O(h−2
s2
hp1s1hs2) = O(h−1

s2
hp1s1 ) = o (1) .

Finally, we derive the upper bound of supx,x′∈[0,1]

∥∥∥BT

p2
(x, x′)V̂−1

p2,2
N−2XT (m− m̂p1)

⊗2
∥∥∥
∞
,

where (m− m̂p1)
⊗2 = {(m− m̂p1) (j/N) (m− m̂p1) (j

′/N)}1≤j ̸=j′≤N . In order to apply Lemma

A.5, one needs to find the upper bound of
∥∥(m− m̂p1)

⊗2
∥∥
∞. Using the similar proof as

Lemma A.8 in [21] and Assumption (A3), one has

supx∈[0,1] |ε̃p1 (x)|+ supx∈[0,1]

∣∣∣ξ̃p1 (x)∣∣∣ = o
(
n−1/2

)
.

Therefore,

sup(x,x′)∈[0,1]2 (m (x)− m̂p1 (x)) (m (x′)− m̂p1 (x
′))

≤
[
supx∈[0,1] (m (x)− m̂p1 (x))

]2
≤

(
supx∈[0,1] |m (x)− m̃p1 (x)|+ supx∈[0,1] |ε̃p1 (x)|+ supx∈[0,1]

∣∣∣ξ̃p1 (x)∣∣∣)2
≤

[
O
(
hp1s1 + n−1/2

)]2
= O

(
h2p1s1

+ n−1 + hp1s1n
−1/2

)
= o

(
n−1/2

)
.

Hence
∥∥(m− m̂p1)

⊗2
∥∥
∞ = o

(
n−1/2

)
. Hence, the proposition has been proved. �
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A.3 Proof of Proposition 3.1

By the definition of Ū1, one has that

Ũ1p2 (x, x
′) = N−2BT

p2
(x, x′)V̂−1

p2,2
XT

{
n−1

n∑
i=1

κ∑
k ̸=k′

ξikξik′ϕk (j/N)ϕk′ (j
′/N)

}

=
κ∑

k ̸=k′

(
n−1

n∑
i=1

ξikξik′

)
ϕ̃kk′ (x, x

′) .

Theorem A.1 and Assumption (A3) imply that∥∥∥Ũ1p2 − U1

∥∥∥
∞

=

∥∥∥∥∥Ũ1p2 −
κ∑

k ̸=k′

(
n−1

n∑
i=1

ξikξik′

)
ϕ̃kk′

∥∥∥∥∥
∞

≤ κ2 max
1≤k ̸=k′≤κ

∥∥∥∥∥n−1

n∑
i=1

ξikξik′

∥∥∥∥∥
∞

∥∥∥ϕkk′ − ϕ̃kk′

∥∥∥
∞

= Op

(
hp2s2n

−1/2
)
= op

(
n−1/2

)
.

Similarly, ∥∥∥Ũ2p2 − U2

∥∥∥
∞

=

∥∥∥∥∥ ˜̄U2p2 −
κ∑

k=1

(
n−1

n∑
i=1

ξ2ik

)
ϕkk

∥∥∥∥∥
∞

≤ κ max
1≤k≤κ

∣∣∣∣∣n−1

n∑
i=1

ξ2ik

∣∣∣∣∣ ∥∥∥ϕkk − ϕ̃kk

∥∥∥
∞

= Op

(
hp2s2
)
= op

(
n−1/2

)
.

Therefore, one has
∥∥∥Ũ1p2 + Ũ2p2 − U1 − U2

∥∥∥
∞

= op
(
n−1/2

)
. Denote that

N−2XTŪ3 =

{
n−1

n∑
i=1

AiJJ ′

}Ns2

J,J ′=1−p2

,

where AiJJ ′ = N−2
∑

1≤j ̸=j′≤N BJ,p2 (j/N)σ (j/N)BJ ′,p2 (j
′/N) σ (j′/N) εijεij′ . It is easy to

see that EAiJJ ′ = 0 and EA2
iJJ ′ = O

(
h2s2N

−2
)
. Using standard arguments in [21], one

has
∥∥N−2XTŪ3

∥∥
∞ = oa.s.

{
N−1n−1/2hs2 log

1/2 (n)
}
. Therefore, according to the definition of

˜̄U3p2 (x, x
′), one has

sup
x,x′∈[0,1]2

∥∥∥BT

p2
(x, x′)V̂−1

p2,2
N−2XTŪ3

∥∥∥
∞

≤ Cp2 sup
x,x′∈[0,1]2

∥Bp2 (x, x
′)∥∞

∥∥∥V̂−1
p2,2

N−2XTŪ3

∥∥∥
∞

= oa.s.

{
N−1n−1/2h−1

s2
log1/2n

}
= oa.s.

(
n−1/2

)
.
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Likewise, in order to get the upper bound of
∣∣∣Ũ4p2 (x, x

′)
∣∣∣, one has

N−2XTŪ4

=

{
2n−1N−2

∑n

i=1

∑κ

k=1
ξik

∑
1≤j ̸=j′≤N

ϕk (j/N)σ (j′/N)BJJ ′,p2 (j/N, j
′/N) εij′

}Ns2

J,J ′=1−p2

.

Let DiJJ ′ = N−2
∑κ

k=1

(
ξik
∑

1≤j ̸=j′≤N ϕk (j/N) σ (j′/N)BJJ ′,p (j/N, j
′/N) εij′

)
,

then EDiJJ ′ = 0,

ED2
iJJ ′ = N−4

κ∑
k=1

∑
1≤j ̸=j′≤N

ϕ2
k (j/N) σ2 (j′/N)B2

JJ ′,p2 (j/N, j
′/N)Eξ2ikEε

2
ij′

≤ CN−4

κ∑
k=1

∑
1≤j ̸=j′≤N

ϕ2
k (j/N)B2

J,p2
(j/N)σ2 (j′/N)B2

J ′,p2 (j
′/N) = O

(
h2s2N

−2
)
.

Similar arguments in [21] leads to
∥∥∥XTŪ4

N2

∥∥∥
∞

= oa.s.

{
N−1n−1/2hs2 log

1/2 (n)
}
. Thus,∥∥∥∥BT

p2
(x, x′)V̂−1

p2,2

XTŪ4

N2

∥∥∥∥
∞

= oa.s.

{
N−1n−1/2h−1

s2
log1/2 (n)

}
= oa.s.

(
n−1/2

)
. �

A.4 Proofs of Theorems 2.1 and 2.2

We next provide the proofs of Theorems 2.1 and 2.2.

Proof of Theorem 2.1. By Propositions 3.1,

E[G̃p1,p2(x, x
′)−G(x, x′)]2 = E [U1 (x, x

′) + U2 (x, x
′)−G (x, x′)]

2
+ o(1).

Let ξ̄·kk′ = n−1
∑n

i=1 ξikξik′ , 1 ≤ k, k′ ≤ κ. According to (10) and (11), one has

U1 (x, x
′) + U2 (x, x

′)−G (x, x′) =
κ∑

k ̸=k′

ξ̄·kk′ϕk (x)ϕk′ (x
′) +

κ∑
k=1

(
ξ̄·kk − 1

)
ϕk (x)ϕk (x

′) .

Since

nE [U1 (x, x
′) + U2 (x, x

′)−G (x, x′)]
2

=
κ∑

k,k′=1

ϕ2
k (x)ϕ

2
k′ (x

′) +
κ∑

k,k′=1

ϕk (x
′)ϕk (x)ϕk′ (x)ϕk′ (x

′) +
κ∑

k=1

ϕ2
k (x)ϕ

2
k (x

′)
(
Eξ41k − 3

)
= G (x, x′)

2
+G (x, x)G (x′, x′) +

κ∑
k=1

ϕ2
k (x)ϕ

2
k (x

′)
(
Eξ41k − 3

)
≡ V (x, x′) ,

and the desired result follows from Proposition 2.1. �
Next define ζ (x, x′) = n1/2V −1/2 (x, x′) {U1 (x, x

′) + U2 (x, x
′)−G (x, x′)}.
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Lemma A.6. Under Assumptions (A2)-(A4), sup(x,x′)∈[0,1]2 |ζZ (x, x′)− ζ (x, x′)| = oa.s. (1),

where ζZ (x, x′) is given in (4).

Proof. According to Assumption (A4) and multivariate Central Limit Theorem

√
n
{
ξ̄·kk′ ,

(
ξ̄
2
·k − 1

) (
Eξ41k − 1

)−1/2
}

1≤k<k′≤κ
→d N

(
0κ(κ+1)/2, Iκ(κ+1)/2

)
.

Applying Skorohod’s Theorem, there exist i.i.d. variables Zkk′ = Zk′k ∼ N (0, 1) , Zk ∼
N (0, 1) , 1 ≤ k < k′ ≤ κ such that as n→ ∞,

max
1≤k<k′≤κ

{∣∣√nξ̄·kk′ − Zkk′
∣∣ , ∣∣∣√n(ξ̄2·k − 1

)
− Zk

(
Eξ41k − 1

)1/2∣∣∣} = oa.s. (1) . (A.2)

The desired result follows from (A.2). �
Proof of Theorem 2.2. According to Lemma A.6, Proposition 3.1 and Theorem

2.1, as n→ ∞,

P

{
sup

(x,x′)∈[0,1]2
n1/2

∣∣∣Ũ1p2 (x, x
′) + Ũ2p2 (x, x

′)−G(x, x′)
∣∣∣V (x, x′)

−1/2 ≤ Q1−α

}

= P

{
sup

(x,x′)∈[0,1]2
n1/2 |U1 (x, x

′) + U2 (x, x
′)−G(x, x′)|V (x, x′)

−1/2 ≤ Q1−α

}
= P

{
sup(x,x′)∈[0,1]2 |ζZ (x, x′)| ≤ Q1−α

}
,∀α ∈ (0, 1) .

The desired result follows from Proposition 2.1 and equation (12). �
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Figure 1: Plots of the simulated data: n=200, N=100 and σ=0.5
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Figure 2: Plots of the true covariance functions (middle surfaces) of the simulated data and

their 95% confidence envelopes (5) (upper and lower surfaces): n=200, N=100, σ=0.5, (a)

p1 = p2 = 2; (b) p1 = p2 = 4
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