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239. (with D. Surgailis).

80. On weighted and sequential residual empiricals in ARCH models with some applica-

tions. (with Kanchan Mukherjee). Included in the monograph Weighted empirical

processes in dynamic nonlinear models, second edition. (2002). Springer Lecture

Notes, 166.

81. Asymptotic distributions of some scale estimators in nonlinear models. (2002).

Metrika, 55 (1-2), 75-90.

82. Asymptotics of M-estimators in non-linear regression with long memory design. (2003).

Statist. & Probab. Letters, 61/3, 237 - 252. (with Baillie, R.T.)

83. Minimum distance estimation in a unit root autoregressive model. (2004). J. Indian

Statistical Assoc., 41(2) 285-307. (with U. Naik-Nimbalkar).

84. Uniform reduction principle and some implications. (2004). An invited paper in J.

Indian Statist. Assoc. 21, 309-338. (with D. Surgailis).

5



85. Minimum distance regression model checking. (2004). J. Statist. Planning & Inference,

119(1) 109-142. (with Pingping Ni).

86. Regression model checking with a long memory covariate process. (2004). Econometric

Theory, 20, 485-512. (with R.T. Baillie & D. Surgailis).

87. Martingale transforms goodness-of-fit tests in regression models. (2004). Ann. Statist.,

32, 995-1034. (with E. Khmaladze).

88. Model diagnosis for SETAR time series. (2005). (with W. Stute & Li, F.) Statistica

Sinica, 15(3), 795-817.

89. Testing for superiority among two time series. (2005). Statist. Inference for Stochast.

Processes, 6, # 1-2. (with Fang Li).

90. Goodness-of-fit testing in regression: A finite sample comparison of bootstrap method-

ology and Khmaladze transformation. Statist. & Probab. Letters, (2005), 74(3),

290-302. (with Lyudmila Sakhanenko).

91. Fitting an error distribution in some heteroscedastic time series models. (2006). Ann.

Statist. 34, 994-1012. (with Shiqing Ling).

92. Goodness-of-fit testing in interval censoring case 1. (2006). Statist. & Probab. Letters,

76, 709-718. (with Tingting Yi).

93. Regression model fitting for the interval censored 1 responses. (2006). Austrian J.

Statist. 35, # 2& 3, 143-156. (with Tingting Yi).

94. Model Checks of Higher Order Time Series. (2006). Statist. & Probab. Letters, 76(13),

1385-1396. (with W. Stute, M. Presedo Quindimil, and W. González Manteiga).
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