Master's Exam — Fall 2011
October 27, 2011
1:00 pm - 5:00 pm

TEST NUMBER: SEAT NUMBER:

A. The number of points for each problem is given,
B. There are problems with varying numbers of parts.
Problems 1 - 5 Probability (60 points)

Problems 6 - 9 Statistics (60 points)

C. Write your answers on the exam paper itself. If you need more room you may use the extra sheets

provided. Answer as many questions as you can on ¢ach part. Tables are provided.

Good Luclk!




1. (a) (5 pts) X has the Beta density f(x) = 12x*(1 —x),0 <x < 1. P(X>.5)=

(b) (7 pts) X and ¥ are independent random variables. X is distributed Binomial # =100, p=.6and ¥
is distributed Poisson mean 30. Use normal approximation to estimate
P(X+¥>100)=




2

2. (6 pts) Let X have the density function f(x) = — e_x?, —00 < x < 00, Derive the density function

2

j

of Y=X2,




3. (12 pts) Consider the model where X is has a uniform distribution on the interval (0, 12) and
conditional on X =x, Y is uniformly distributed on the interval from (x/2, 12). (In answering you may

use may use the fact that the variance of the uniform distribution on the unit interval 1s [/12.)

EY)= and W)=




4. Consider the family of probability densities on the intervals [6, o)

(a—1)6% 1
— X 2 6 where 8 >0,a > 1.

fao(x) =

(a) (5 pts) Show that f; g is a probability density.

(b) (5 pts) For what a, & do the first two moments exist?




5. Let U and ¥ be independent random variables with I/ distributed Poisson with parameter o and V'
distributed Poisson with parameter . The probability mass function of the Poisson distribution with

parameter 6> 0 is

k

0
pe(k) = e“’g,k =0,1,2, ..

(a) (5 pts) Prove that Y= U + Vis distributed Poisson with parameter a + f5.

(b) (5 pts) Prove that the conditional distribution of U given U + V' = r where #n > 0 is Binomial with »

. &
trials and chance of success w = s




5. {(cont)
(c) Let X; be independent random variables having Poisson distributions with parameters i,
i=1,2,3,4. Define the random variables ¥; = X; + X;,4,i = 1,2,3.

(5 pts) Compute the covartance matrix of (11, Y2, ¥3).

(5 pts) Compute variance of ¥; + 21, - 4¥;.




6. Consider the family of probability distributions on {0, 1, 2, ..., 5} where
8
Py(x) = o)X= 1,2,..,5 and Pp(0)=1-06, 0<8<1.

(a) (4 pts) Determine a method of moments estimator 8 for & based on Xy, Xa, ..., X, iid Py.

(b) (4 pts) Eg(8) = and V, (8) =




6. (cont)
(¢) (9 pts) Determine the maximum likelihood estimator 8,,;, for 8 based on X1, X, ..., X, iid Po.

(@) (@4pts) Eg(Omie)=____ and Vp(Bpe) =

(e) (4 pts) Show that Vg(gmle) < Vg(é) forall0 <@ < 1.




7. Let Xi, X5,.... be a sequence of independent random variables with commmon probability density
function
fo(x)=e &0, 9 <x<o,—0<f <om,

(a) (5 pts) Show that the maximum likelihood estimator of @ based on X1, ..., X, is 8, =
min{Xy, X5, ..., Xy }.

(b) (5 pts) Show that &,, is a consistent estimator of #. Clearly state any theorems that you use in the
proof.




7. (cont)
{¢) (10 pts) Construct the uniformly most powerful test of size a for testing Hy: 6 =4 vs. Hi: 8> 4
based on X, ..., X,




8. (5 pts) X is distributed binomial with # trials and chance of success 7, that is, X has probability mass
function

pek) = ()@ —m" X k= 0,1, ..,m.

Consider the estimator 7 = > for 7. Show that P, (Iﬁ —7| < i) > .75 for all .
n Vn




9. Three objects are to be weighed on a scale. There true weights are 53, 5, and 3. The scale is
subject to error and for Object i it gives a measurement ¥; = B; + €;,i = 1,2,3. For any true weight £,
the scale returns the measurement ¥ = § + € where E(Y) = § and V(Y) = ¢ where the variance ¢
does not depend on . We model the errors in repeated weighings as uncorrelated. The three objects
are weighed separately and then all three objects are weighed together.

(a) (5 pts) Write the equations of the linear model for this experiment with » = 4 observations and p = 3
beta parameters.

(b) (5 pts) Solve the normal equations to determine the least squares estimators for 3, f§, and f3 and
compute the variances of the estimators.




