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Probability Preliminary Exam
Friday, January 9, 2009

The exam lasts from 9:00 am until 2:00 pm. Your goal on this exam
should be to demonstrate mastery of probability theory and maturity of
thought. Your arguments should be clear, careful and complete. The exam
consists of 6 problems, each with several steps designed to help you in the
overall solution. If you cannot justify a certain step, you still may use it in a
later step. '

On each page you turn in, write your assigned code number instead of
your name. Separate and staple each problem and return it to its designated
folder

Problem 1. Let X 20 bear.v. andlet {4,} be a sequence of cvents.

a. Prove: +E(X?)-/P(X >0)>E(X)

[ 2 P4
b. Prove  P(|J4,)>limsup—4="
k=1 n—>0
> P4, A
1<i, j<n
"
Hint: UAk ={ ZlAk > 0}
k=t 1<k<n

c. Assumethat Y P(A,)=oo. Provethat foreach m21
k=1

[ X P(4,)F
P({J 4,) 2 limsup—1=t=*
kzm noe ZP(A, mAJ)

1<i, j<n




[*8]
d. Assumethat » P(A,)=c0. Use partc to conclude that P(4, i.0.)=1if
k=1
{A,} is pair-wise independent.

X
Problem 2. Let {X,X,,n=12,..} beiidrv.sand assume that \/ﬁ —0,as.
n

a. Provethat E(X?)<w

R
b. Assume also that E(X)=0. LetS, =Y X, . Prove that for cach £ >0
k=1
S _
—”;ﬁ — 0 as.
n

c. Will the result of part b. still holds if we will replace & by 1/7 ? Justify.

Problem 3. Let X, ~ N(0,02),n=12,... andlet {B(f),# >0} be standard
Brownian motion. Prove:
a. If X, — X indistribution then X ~ N(0,5%) with o7 — o

1

b. Prove using part a. that jB(t)dt has normal distribution. Then find its mean and
0

1
variance. (Hint: [ [B(£)dr]* = }B(S)ds- ]'B(t)dr)
0 0 0

¢. Find E(B*(s)B*(1)),0<s <t. Use this result to calculate the 2" moment of

| }Bz(t)dt.
0




Problem 4. Let {Q2, F, P) be a probability space and assume that the following relations

between the ¢ - algebras F|,F,,F; hold: Fj c F, C F and /5 C F'. In what
follows all random variables are assumed to be bounded. Prove:
a If E(Z)=Eg(Z) forall Ze F; then I (Y-Z)=Eg(Z2)-E;(Z) for
all Ye F,,Z e F.

b. If E(Y-Z)=E(Y - Ep (2)) forall Y € F,,Z € F; then
Ep(Z)=Eg(Z)forall Ze F;.

c. If EFI(Y-Z)=EH(Z)-EF1(Z) forall ¥ € F,,Z € F; then
E(Z)=E (Z) forall Ze F;

Problem 5. Let {X,},-; be a sequence of i.i.d. random variables and assume that
E(X,)=0 and E(X])=1.

X
a. Prove that —% —————>0, a.s. Then show that in fact
7 ,\/E H—>®©

max{| X

e X
’\/; n—.>w I S N

Hint for the second part: Show that for any sequence of numbers {a,,},51:

max {| ¢; |}
a
L >0 implies 1=k<n >0
,\/E n—® \/; n—>%

b. Let X} , =X, '1{|X,c]<ﬁ/2}’ 1<k <n.Prove




n X n X7 1
M > ki _ > k.n converges in distributionto ¥ ~ N(——,1).
H k=1 2-n 2
Hint: You may use the CLT for {X,} .| and parta.
3

(ii) kzl n3/2 — >0, a.s.

c. Prove that H(l + \/_) converges in distribution to e’ where

Y¥~N (—%, D).

Hint: Use the following inequality( follows from Taylor’s expansion):
2

llog(1+ )= y+2-|<[yF, |yl1/2

X
Observe that we may have TL <-1.
n

Problem 6. Let X be a non-degenerate random variable. Define
@y (A)=EWFX* A1), LeR.
a. Prove: (i) @y (A) is continuous

i) E(X?)= l1m{¢X( ) = qupg2e)
a0 A

}

oo
b. Prove: If > @y (a,) <o then Za;% <,
k=1 k=1
Hint: Prove first that @; — 0 and then use part a.

o0 28]
¢. Prove: If E(X*)<w and Y.aj <o then > ¢y (a;) <.
k=1 k=1




o0 «©
d. > apX; convergesas. ifandonlyif > ¢y (a,) <.
k=1 k=1




