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This paper studies a class of tests useful for testing the goodness-of-fit of an autoregressive model. These tests are based on a class of empirical processes marked by certain residuals. The paper first gives their large sample behavior under null hypotheses. Then a martingale transformation of the underlying process is given that makes tests based on it asymptotically distribution free. Consistency of these tests is also discussed briefly.

1. Introduction and summary. This paper studies some general methods for testing the goodness-of-fit of a parametric model for a real-valued stationary Markovian time series \( X_i, i = 0, \pm 1, \pm 2, \ldots \). Much of the existing literature is concerned with the parametric modeling in terms of the conditional mean function \( \mu \) of \( X_i \), given \( X_{i-1} \). That is, one assumes the existence of a parametric family

\[
\mathcal{M} = \{ m(\cdot, \theta); \theta \in \Theta \}
\]

of functions and then proceeds to estimate \( \theta \) or test the hypothesis \( \mu \in \mathcal{M} \), that is, \( \mu(\cdot) = m(\cdot, \theta_0) \) for some \( \theta_0 \) in \( \Theta \), where \( \Theta \) is a proper subset of the \( q \)-dimensional Euclidean space \( \mathbb{R}^q \). One of the reasons for this is that parametric models continue to be attractive among practitioners because the parameter \( \theta \) together with the functional form of \( m(\cdot, \theta) \) describes, in a concise way, the impact of the past observations on the predicted variable. Since there may be several competing models, in order to prevent wrong conclusions, every statistical inference which is based on a model \( \mathcal{M} \) should be accompanied by a proper model check, that is, by a test for the hypothesis \( \mu \in \mathcal{M} \). The best known example is the usual linear autoregressive model where \( m(x, \theta) = x \theta \).

The proposed classical tests are based on the least squares residuals. For a discussion of these types of tests, see, for example, Tong (1990), Chapter 5, and MacKinnon (1992) and references therein.

Robinson (1983), Roussas and Tran (1992), Truong and Stone (1992), among others, provide various types of nonparametric estimates of \( \mu \) which in turn can be used to construct tests of the hypothesis \( \mu \in \mathcal{M} \). This has been done, for example, in McKeague and Zhang (1994) and Hjellvik and Tjøstheim (1995, 1996). This approach requires smoothing of the data in addition to the estimation of the finite-dimensional parameter vector and leads to less precise fits.

The use of the conditional mean function as an autoregressive function is justified partly for historical reasons and partly for convenience. In the
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presence of non-Gaussian innovations it is desirable to look for other dispersions that would lead to different autoregressive functions and which may well be equally appropriate to model the dynamics of the underlying process. For example, if the innovations are believed to form a white noise from a double exponential distribution, then the conditional median function would be a proper autoregressive function. The present paper discusses a class of tests for testing goodness-of-fit hypotheses pertaining to a class of implicitly defined autoregressive functions. The proposed approach avoids smoothing methodology and leads to tests that are consistent against a broad class of alternatives. Even though many of our results are extendable to higher order autoregression, our discussion is confined to the first-order autoregression partly for the sake of clarity of the exposition and partly for some technical reasons. See Remark 2.4 below.

Now, to describe these procedures, let $\psi$ be a nondecreasing real-valued function such that $\mathbb{E}[\psi(X_1 - r)] < \infty$, for each $r \in \mathbb{R}$. Define the $\psi$-autoregressive function $m_\psi$ by the requirement that

$$ \mathbb{E}[\psi(X_1 - m_\psi(X_0))|X_0] = 0 \quad \text{a.s.} $$

and the corresponding marked empirical process, based on a sample of size $n + 1$, by

$$ V_{n,\psi}(x) := n^{-1/2} \sum_{i=1}^n \psi(X_i - m_\psi(X_{i-1})) I(X_{i-1} \leq x), \quad x \in \mathbb{R}. $$

The marks, or weights at $X_{i-1}$, of the process $V_{n,\psi}$ are given by the $\psi$-innovations $\psi(X_i - m_\psi(X_{i-1}))$, $1 \leq i \leq n$. The process $V_{n,\psi}$ is uniquely determined by these marks and the variables $\{X_{i-1}\}$ and vice versa.

Observe that, if $\psi(x) \equiv x$, then $m_\psi = \mu$, and if $\psi(x) \equiv I(x > 0) - (1 - \alpha)$ for a $0 < \alpha < 1$, then $m_\psi(x) \equiv m_\alpha(x)$, the $\alpha$th quantile of the conditional distribution of $X_1$, given $X_0 = x$. The choice of $\psi$ is up to the practitioner. If the desire is to have a goodness-of-fit procedure that is less sensitive to outliers in the innovations $X_i - m_\psi(X_{i-1})$, then one may choose a bounded $\psi$. The motivation for the above definition of $m_\psi$ comes from Huber (1981). Its existence for a general $\psi$ and its kernel type estimators in the time series context have been discussed by Robinson (1984). In the sequel, $m_\psi$ is assumed to exist uniquely.

The process $V_{n,\psi}$ takes its value in the Skorokhod space $D(-\infty, \infty)$. Extend it continuously to $\pm \infty$ by putting

$$ V_{n,\psi}(-\infty) = 0 \quad \text{and} \quad V_{n,\psi}(+\infty) = n^{-1/2} \sum_{i=1}^n \psi(X_i - m_\psi(X_{i-1})). $$

Then $V_{n,\psi}$ becomes a process in $D[-\infty, \infty]$ which, modulo a continuous transformation, is the same as the more familiar $D[0, 1]$. Throughout we shall assume that the underlying process is ergodic, the stationary distribution (d.f.) $G$ of the $X$'s is continuous and that

$$ \mathbb{E}\psi^2(X_1 - m_\psi(X_0)) < \infty. $$
It readily follows from (1.1) and (1.2) that \( V_{n, \psi} (x) \) is a mean zero square integrable martingale for each \( x \in \mathbb{R} \). Thus one obtains from the martingale central limit theorem [Hall and Heyde (1980), Corollary 3.1] and the Cramér–Wold device that all finite-dimensional distributions of \( V_{n, \psi} \) converge weakly to a multivariate normal distribution with mean vector zero and covariance matrix given by the covariance function

\[
K_{\psi} (x, y) = \mathbb{E} \psi^2 (X_1 - m_\psi (X_0)) I (X_0 \leq x \land y), \quad x, y \in \mathbb{R}.
\]

Under some additional assumptions, Theorem 2.1 below establishes the weak convergence of \( V_{n, \psi} \) to a continuous Gaussian process \( V_\psi \) with the covariance function \( K_\psi \). Since the function

\[
\tau_\psi^2 (x) := K_\psi (x, x) = \mathbb{E} \psi^2 (X_1 - m_\psi (X_0)) I (X_0 \leq x)
\]

is nondecreasing and nonnegative, \( V_\psi \) admits a representation

\[
(1.3) \quad V_\psi (x) = B (\tau_\psi^2 (x)) \quad \text{in distribution},
\]

where \( B \) is a standard Brownian motion on the positive real line. Note that the continuity of the stationary d.f. \( G \) implies that of \( \tau_\psi \) and hence that of \( B (\tau_\psi^2) \).

The representation (1.3), Theorem 2.1 and the continuous mapping theorem yield

\[
\sup_{x \in \mathbb{R}} |V_{n, \psi} (x)| \Rightarrow \sup_{0 \leq t \leq \tau_\psi^2 (\infty)} |B(t)| = \tau_\psi (\infty) \sup_{0 \leq t \leq 1} |B(t)| \quad \text{in law}.
\]

Here and in the sequel, \( \Rightarrow \) denotes the convergence in distribution.

The above observations are useful for testing the simple hypothesis \( \tilde{H}_0: m_\psi = m_0 \), where \( m_0 \) is a known function. Estimate (under \( m_\psi = m_0 \)) the variance \( \tau_\psi^2 (x) \) by

\[
\tau_{n, \psi}^2 (x) := n^{-1} \sum_{i=1}^n \psi^2 (X_i - m_0 (X_{i-1})) I (X_{i-1} \leq x), \quad x \in \mathbb{R},
\]

and replace \( m_\psi \) by \( m_0 \) in the definition of \( V_{n, \psi} \). Write \( s_{n, \psi}^2 \) for \( \tau_{n, \psi}^2 (\infty) \). Then, for example, the Kolmogorov–Smirnov (K–S) test based on \( V_{n, \psi} \) of the given asymptotic level would reject the hypothesis \( \tilde{H}_0 \) if \( \sup \{ s_{n, \psi}^{-1} |V_{n, \psi} (x)| : x \in \mathbb{R} \} \) exceeds an appropriate critical value obtained from the boundary crossing probabilities of a Brownian motion which are readily available on the unit interval. More generally, in view of Remark 4.1 below, the asymptotic level of any test based on a continuous function of \( s_{n, \psi}^{-1} V_{n, \psi} (\tau_{n, \psi}^2)^{-1} \) can be obtained from the distribution of the corresponding function of \( B \) on \([0, 1]\), where

\[
(\tau_{n, \psi}^2)^{-1} (t) := \inf \{ x \in \mathbb{R} : \tau_{n, \psi}^2 (x) \geq t \}, \ t \geq 0.
\]

Theorem 2.1 is useful for testing the simple hypothesis \( \tilde{H}_0 \); for testing a composite parametric hypothesis, the process \( V_{n, \psi} \) requires some modification. Consider the null hypothesis

\[
H_0: m_\psi (\cdot) = m (\cdot, \theta_0) \quad \text{for some } \theta_0 \in \Theta.
\]
Let \( \theta_n \) be a consistent estimator of \( \theta_0 \) under \( H_0 \) based on \( \{X_i, \ 0 \leq i \leq n\} \). Define

\[
V_{n, \phi}^1(x) = n^{-1/2} \sum_{i=1}^{n} \psi(X_i - m(X_{i-1}, \theta_n))I(X_{i-1} \leq x), \quad x \in \mathbb{R}.
\]

The process \( V_{n, \phi}^1 \) is a marked empirical process, where the marks, or the weights at \( X_{i-1} \), are now given by the \( \psi \)-residuals \( \psi(X_i - m(X_{i-1}, \theta_n)) \). It is uniquely determined by the \( \{X_{i-1}\} \) and these residuals and vice versa. Tests for \( H_0 \) can be based on an appropriately scaled discrepancy of this process. For example, an analogue of the K–S test would reject \( H_0 \) in favor of \( H_1 \) if \( \sup \{\sigma_n^{-1} \psi \cdot V_{n, \phi}^1(x) : x \in \mathbb{R}\} \) is too large, where \( \sigma_n^2 := n^{-1} \sum_{i=1}^{n} \psi^2(X_i - m(X_{i-1}, \theta_n)) \). These tests, however, are not generally asymptotically distribution free (ADF).

The main focus of the present paper is to construct a transform of the \( V_{n, \phi}^1 \) process whose limiting distribution is known so that tests based on it will be ADF. To do this, one first needs to establish the weak convergence of these processes. As indicated earlier, Theorem 2.1 below obtains the weak convergence of \( V_{n, \phi} \), for a general \( \psi \), to a continuous Brownian motion with respect to the time \( \tau^2_n \), under some moment assumptions on \( \psi(X_1 - m_\phi(X_0)) \) and \( X_1 \) and under the assumption that the conditional d.f.’s \( F_\psi \) of \( X_1 - m_\phi(X_0) \), given \( X_0 = y \), have uniformly bounded Lebesgue densities. Theorem 2.2 and Corollary 2.1 present similar results for the \( V_{n, \phi}^1 \) processes when \( H_0 \) is satisfied, under the same moment condition and under some additional conditions on \( \mathcal{A} \) and \( \psi \). For technical reasons, the cases of an absolutely continuous \( \psi \) and a general bounded \( \psi \) are handled separately. The estimator \( \theta_n \) is assumed to be asymptotically linear.

Now assume that \( \sigma^2_\psi(x) := \mathbb{E}[\psi^2(X_1 - m(X_0, \theta_0)|X_0 = x) \equiv \sigma^2_\phi \) does not depend on \( x \). In this case \( \tau^2_\phi(x) \equiv \sigma^2_\phi G(x) \), for all real \( x \). Using ideas of Khmaladze (1981), a linear transformation \( T \) of the underlying processes is then constructed so that for a general \( \psi \), \( TV_\phi(\cdot)/\sigma_\phi \) is a transformed Brownian motion \( B \circ G \) and \( TV_{n, \phi}/\sigma_{n, \phi} \) converges in distribution to \( TV_\psi/\sigma_\psi \). This is done in Theorem 2.3 below. Informally speaking, \( T \) maps \( V_{n, \phi}^1 \) into the (approximate) martingale part of its Doob–Meyer decomposition.

The transformation \( T \) depends on the unknown entities \( \theta_0 \) and \( G \). An estimator \( T_n \) of \( T \) is then constructed and it is shown that \( T_n V_{n, \phi}^1(\cdot)/\sigma_{n, \phi} \) also converges in distribution to the process \( B \circ G \). This is done in Theorem 2.4. Because the transformation is generally unstable in the extreme right tails, this weak convergence can be proved only in \( D[\mathbb{R}] \), for an \( x_0 < \infty \). Consequently, the tests based on the transformed process \( T_n(V_{n, \phi}^1/\sigma_{n, \phi})/G_n(x_0) \) are ADF for testing that \( m_\phi(x) = m(x, \theta_0) \), \( -\infty < x \leq x_0 \), where \( G_n \) is the empirical d.f. based on \( \{X_0, X_1, \ldots, X_{n-1}\} \). A similar approach has been also used in an analogous problem that arises in model checking for a regression model by Stute, Thies and Zhu (1998). The restriction of the testing domain to the interval \( (-\infty, x_0] \) is not a serious constraint from the applications point of view. Often one tests the more restrictive hypothesis that \( m_\phi(x) = m(x, \theta_0) \).
for all $x$ in a bounded interval $[a, b]$ of $\mathbb{R}$. Modification of the above tests for this problem is given in Remark 2.3 below. They continue to be ADF.

None of the proofs require the underlying process $\{X_i\}$ to have any type of mixing property. Rather our arguments are based on a general invariance principle for marked empirical processes, which may be of interest on its own and which is formulated and proved in Section 3. The other proofs are deferred to Section 4.

We now summarize our results for the two interesting $\psi$'s, namely, $\psi(x) \equiv x$ and $\psi(x) \equiv I(x > 0) - (1 - \alpha)$ in the case the innovations $\{\epsilon_i := X_i - m_\phi(X_{i-1})\}$ are assumed to be i.i.d. according to some d.f. having a uniformly bounded Lebesgue density. Let $V_{n, I}(V_{n, I}^1)$ and $V_{n, \alpha}(V_{n, \alpha}^1)$ denote the corresponding $V_{n, \psi}(V_{n, \psi}^1)$ processes, respectively. Then, $E\epsilon_1^{4(1+\delta)} < \infty$ and $E X_0^{2(1+\delta)} < \infty$, for some $\delta > 0$, suffice for the weak convergence of $V_{n, I}$ while $E|X_0|^{1+\delta} < \infty$, for some $\delta > 0$, suffices for that of $V_{n, \alpha}$. See also Theorem 2.1(ii) and Remark 2.1 for some alternate conditions for the latter result. Moreover, if $\theta_n$ is taken to be the least square estimator, then any test based on a continuous function of $T_n(V_{n, I}^1)/\{\sigma_n G_n(x_0)\}$ is ADF for testing that the first-order autoregressive mean function is $m(\cdot, \theta_0)$ on the interval $(-\infty, x_0]$. Similarly, tests based on $T_n(V_{n, 0.5}^1)/\{\sigma_n G_n(x_0)\}$ with $\theta_n$ equal to the least absolute deviation estimator are ADF for testing that the first-order autoregressive median function is $m(\cdot, \theta_0)$ on the interval $(-\infty, x_0]$. Of course, all these results hold under some additional smoothness conditions on $\mathcal{M}$ as given in Theorem 2.4 below.

We end this section with some historical remarks. An and Bing (1991) have proposed the K–S test based on $V_{n, I}$ and a half sample splitting technique a la Rao (1972) and Durbin (1973) to make it ADF for testing that a time series is linear autoregressive. This method typically leads to a loss of power. Su and Wei (1991) proposed the K–S test based on the $V_{n, I}^1$-process to test for fitting a generalized linear regression model. Delgado (1993) constructed two sample-type tests based on the $V_{n, I}$ for comparing two regression models. Diebolt (1995) has obtained the Hungarian-type strong approximation result for the analogue of $V_{n, I}$ in a special regression setting. Stute (1997) has investigated the large sample theory of the analogue of $V_{n, I}$ for model checking in a general regression setting. He also gave a nonparametric principal component analysis of the limiting process in a linear regression setup similar to the one given by Durbin, Knott and Taylor (1975) in the one-sample setting.

**2. Main results.** This section discusses the asymptotic behavior of the processes introduced in the previous section. Then a transformation $T$ and its estimate $T_n$ are given so that the processes $TV_{n, \psi}^1$ and $T_nV_{n, \psi}^1$ have the same weak limit with a known distribution. Consequently, the tests based on the processes $T_nV_{n, \psi}^1$ are ADF. This section also discusses some applications and provides an argument for the consistency of the proposed tests. Recall that

$$F_\gamma(x) := \mathbb{P}(X_1 - m_\phi(X_0) \leq x \mid X_0 = y), \quad x, y \in \mathbb{R}.$$
Let \( e_i := X_i - m_{\psi}(X_{i-1}) \), \( i = 0, \pm 1, \pm 2, \ldots \). We are ready to state our first result.

**Theorem 2.1.** Assume that (1.1) and (1.2) hold. Then all finite-dimensional distributions of \( V_{n,\psi} \) converge weakly to those of a centered continuous Gaussian process \( V_\psi \) with the covariance function \( K_\psi \).

(i) Suppose, in addition, that for some \( \eta > 0, \delta > 0 \),

\[
\begin{align*}
(2.1) (a) & \quad \mathbb{E}\psi^4(e_1) < \infty, \\
(2.1) (b) & \quad \mathbb{E}\psi^4(e_1)|X_0|^{1+\eta} < \infty, \\
(2.1) (c) & \quad \mathbb{E}\{\psi^2(e_1)\psi^2(e_1)|X_1|^{1+\delta} < \infty
\end{align*}
\]

and that the family of d.f.’s \( \{F_y, \ y \in \mathbb{R}\} \) have Lebesgue densities \( \{f_y, \ y \in \mathbb{R}\} \) that are uniformly bounded,

\[
(2.2) \quad \sup_{x, y} f_y(x) < \infty.
\]

Then

\[
(2.3) \quad V_{n,\psi} \Rightarrow V_\psi \quad \text{in the space } D[-\infty, \infty].
\]

(ii) Instead of (2.1) and (2.2), suppose that \( \psi \) is bounded and the family of d.f.’s \( \{F_y, \ y \in \mathbb{R}\} \) have Lebesgue densities \( \{f_y, \ y \in \mathbb{R}\} \) satisfying

\[
(2.4) \quad \int \left[ \mathbb{E}\left\{ f_{X_0}^{1+\delta}(x - m_{\psi}(X_0)) \right\} \right]^{1/(1+\delta)} dx < \infty,
\]

for some \( \delta > 0 \). Then also (2.3) holds.

**Remark 2.1.** Conditions (2.1) and (2.2) are needed to ensure the uniform tightness in the space \( D[-\infty, \infty] \) for a general \( \psi \) while (2.4) suffices for a bounded \( \psi \). Condition (2.1) is satisfied when, as is assumed in most standard time series models, the innovations are independent of the past, and when for some \( \delta > 0, \mathbb{E}\psi^{4(1+\delta)}(e_1) \) and \( \mathbb{E}|X_1|^{2(1+\delta)} \) are finite. Moreover, in this situation the conditional distributions do not depend on \( y \), so that (2.2) amounts to assuming that the density of \( e_1 \) is bounded. In the case of bounded \( \psi \), \( \mathbb{E}|X_1|^{1+\delta} < \infty \), for some \( \delta > 0 \), implies (2.1).

Now consider the assumption (2.4). Note that the stationary distribution \( G \) has Lebesgue density \( g(x) = \mathbb{E}f_{X_0}(x - m_{\psi}(X_0)) \). This fact together with (2.2) implies that the left-hand side of (2.4) is bounded from the above by a constant \( C := \sup_{x, y} f_y(x) \delta^{1/(1+\delta)} \) times

\[
\int \left[ \mathbb{E}f_{X_0}(x - m_{\psi}(X_0)) \right]^{1/(1+\delta)} dx = \frac{1}{\delta} g^{1/(1+\delta)}(x) dx.
\]

Thus, (2.4) is implied by assuming

\[
\int g^{1/(1+\delta)}(x) dx < \infty.
\]
Alternately, suppose \( m_\phi \) is bounded and that \( f_\gamma(x) \leq f(x) \), \( \forall \, x, y \in \mathbb{R} \), where \( f \) is a bounded and unimodal Lebesgue density on \( \mathbb{R} \). Then also the left-hand side of (2.4) is finite. One thus sees that in the particular case of the i.i.d. errors, (2.4) is satisfied for either all bounded error densities and for all stationary densities that have an exponential tail or for all bounded unimodal error densities in the case of bounded \( m_\phi \). Summarizing, we see that (2.1), (2.2) and (2.4) are fulfilled in many models under standard assumptions on the relevant densities and moments.

We shall now turn to the asymptotic behavior of the \( V_{n,\phi}^1 \) process under \( H_0 \). To that effect, the following minimal additional regularity conditions on the underlying entities will be needed. The introduced quantities will be part of the approximating process and its limit covariance and are therefore indispensable. For technical reasons, the case of a smooth \( \psi \) [see (\( \Psi_1 \)) below] and a nonsmooth \( \psi \) [see (\( \Psi_2 \)) below] are dealt with separately. All probability statements in these assumptions are understood to be made under \( H_0 \). The d.f. of \( X_0 \) will be now denoted by \( G_{\theta_0} \).

(A1) The estimator \( \theta_n \) satisfies
\[
n^{1/2}(\theta_n - \theta_0) = n^{-1/2} \sum_{i=1}^n l(X_{i-1}, X_i, \theta_0) + o_p(1)
\]
for some \( q \)-vector valued function \( l \) such that \( \mathbb{E}\{l(X_0, X_1, \theta_0)|X_0\} = 0 \) and
\[
L(\theta_0) := \mathbb{E}\{l(X_0, X_1, \theta_0)l^T(X_0, X_1, \theta_0)\}
\]
exists and is positive definite.

(A2) There exists a function \( \hat{m} \) from \( \mathbb{R} \times \Theta \) to \( \mathbb{R}^q \) such that \( \hat{m}(\cdot, \theta_0) \) is measurable and satisfies the following: for all \( k < \infty \),
\[
\sup_{1 \leq i \leq n, \|t - \theta_0\| \leq k} n^{1/2}|m(X_{i-1}, t) - m(X_{i-1}, \theta_0) - (t - \theta_0)^T \hat{m}(X_{i-1}, \theta_0)| = o_p(1)
\]
and
\[
\mathbb{E}\|\hat{m}(X_0, \theta_0)\|^2 < \infty.
\]

(\( \Psi_1 \)) (Smooth \( \psi \)). The function \( \psi \) is absolutely continuous with its almost everywhere derivative \( \psi \) bounded and having right and left limits.

(\( \Psi_2 \)) (Nonsmooth \( \psi \)). The function \( \psi \) is nondecreasing, right continuous, bounded and such that the function
\[
x \mapsto \mathbb{E}\left[\psi(X_1 - m(X_0, \theta_0) + x) - \psi(X_1 - m(X_0, \theta_0))\right]^2
\]
is continuous at 0.

(F) The family of d.f.'s \( \{F_y, \, y \in \mathbb{R}\} \) has Lebesgue densities \( \{f_y, \, y \in \mathbb{R}\} \) that are equicontinuous: for every \( \alpha > 0 \) there exists a \( \delta > 0 \) such that
\[
\sup_{y \in \mathbb{R}, |x - z| < \delta} |f_y(x) - f_y(z)| \leq \alpha.
\]
Note that (2.6) and (Ψ₁) or (2.6), (Ψ₂) and (F) imply that the vectors of functions
\[ M(x, \theta_0) = (M_1(x, \theta_0), \ldots, M_q(x, \theta_0))^T, \]
\[ \dot{\Gamma}(x, \theta_0) = (\dot{\Gamma}_1(x, \theta_0), \ldots, \dot{\Gamma}_q(x, \theta_0))^T, \]
with
\[ M_j(x, \theta_0) = \mathbb{E} \dot{m}_j(X_0, \theta_0)\psi(X_1 - m(X_0, \theta_0))I(X_0 \leq x), \]
\[ \dot{\Gamma}_j(x, \theta_0) = \mathbb{E} \dot{m}_j(X_0, \theta_0) \int f_{X_0} d\psi I(X_0 \leq x), \quad 1 \leq j \leq q, \ x \in \mathbb{R}, \]
are well defined. We are now ready to formulate an expansion of \( V_{n, \psi}^1 \), which is crucial for the subsequent results.

**Theorem 2.2.** Assume that (1.1), (A1), (A2) and \( H_0 \) hold.

(a) If, in addition (Ψ₁) holds, then
\[ \sup_{x \in \mathbb{R}} \left| \frac{V_{n, \psi}^1(x) - V_{n, \psi}(x)}{\sqrt{n}} + \frac{\dot{M}^T(x, \theta_0) n^{-1/2} \sum_{i=1}^n l(X_{i-1}, X_i, \theta_0)}{\sqrt{n}} \right| = o_p(1). \]

(b) Assume, in addition, that (Ψ₂) and (F) hold and that either \( \mathbb{E}|X_0|^{1+\delta} < \infty \), for some \( \delta > 0 \) and (2.2) holds or (2.4) holds. Then the conclusion (2.7) with \( \dot{M} \) replaced by \( \dot{\Gamma} \) continues to hold.

**Remark 2.2.** The assumption (Ψ₁) covers many interesting \( \psi \)'s including the least square score \( \psi(x) \equiv x \) and the Huber score \( \psi(x) \equiv x I(|x| \leq c) + c \, \text{sign}(x) I(|x| > c) \), where \( c \) is a real constant, while (Ψ₂) covers the \( \alpha \)-quantile score \( \psi(x) \equiv I(x > 0) - (1 - \alpha) \).

The following corollary is an immediate consequence of Theorems 2.1 and 2.2. We shall state it for the smooth \( \psi \)-case only. The same holds in the non-smooth case with \( \dot{M} \) replaced by \( \dot{\Gamma} \).

**Corollary 2.1.** Under the assumptions of Theorems 2.1 and 2.2(a),
\[ V_{n, \psi}^1 \Rightarrow V_{\psi}^1 \quad \text{in the space} \ D[-\infty, \infty], \]
where \( V_{\psi}^1 \) is a centered continuous Gaussian process with the covariance function
\[ K_{\psi}^1(x, y) = K_{\psi}(x, y) + \dot{M}^T(x, \theta_0)L(\theta_0)\dot{M}(y, \theta_0) \]
\[ - \dot{M}^T(x, \theta_0) \mathbb{E} \{ l(X_0 \leq y)\psi(X_1 - m(X_0, \theta_0))l(X_0, X_1, \theta_0) \} \]
\[ - \dot{M}^T(y, \theta_0) \mathbb{E} \{ l(X_0 \leq x)\psi(X_1 - m(X_0, \theta_0))l(X_0, X_1, \theta_0) \}. \]

The above complicated-looking covariance function can be further simplified if we choose \( \theta_n \) to be related to the function \( \psi \) in the following fashion. Recall
Assume that
\[ \sigma^2(x) = \sigma^2 \quad \text{a positive constant in } x, \text{ a.s.,} \]
and that \( \theta_n \) satisfies (A1) with
\[ l(x, y, \theta_0) = \gamma^{-1}_\phi (\Sigma_{\theta_0})^{-1} \tilde{m}(x, \theta_0) \psi(y - m(x, \theta_0)), \quad x, y \in \mathbb{R}, \]
where \( \Sigma_{\theta_0} := \mathbb{E} \tilde{m}(X_0, \theta_0) \tilde{m}^T(X_0, \theta_0) \) so that \( L(\theta_0) = \tau \Sigma_{\theta_0}^{-1}, \) with \( \tau := \sigma^2 / \gamma^2 \).

Then direct calculations show that the above covariance function simplifies to
\[ K^1_\phi(x, y) = \mathbb{E} \psi^2(X_1 - m(X_0, \theta_0)) [G_{\theta_0}(x \wedge y) - \nu^T(x) \Sigma_{\theta_0}^{-1} \nu(y)], \]
with
\[ \nu(x) = \mathbb{E} \tilde{m}(X_0, \theta_0) I(X_0 \leq x), \quad x, y \in \mathbb{R}. \]

Suppose \( \{e_i = X_i - m(X_{i-1}, \theta_0)\} \) are i.i.d. and \( e_i \) is independent of \( X_{i-1} \) for all \( i \). Then (2.8) is satisfied a priori and Kou (1996) gives a set of sufficient conditions on the model \( \mathscr{M} \) under which a class of M-estimators of \( \theta_0 \) corresponding to a bounded \( \psi \) defined by the relation
\[ \theta_{n, \psi} := \arg \min \left\{ n^{-1/2} \sum_{i=1}^{n} \tilde{m}(X_{i-1}, t) \psi(X_i - m(X_{i-1}, t)) \right\} \]
satisfies (2.9). See also Tjøstheim (1986) for a similar result for the least square estimator.

Unlike (1.3), the structure of \( K^1_\phi \) given at (2.10) still does not allow for a simple representation of \( V^1_\phi \) in terms of a process with known distribution. The situation is similar to the model checking for the underlying distribution in the classical i.i.d. setup. We shall now describe a transformation so that the limiting distribution of the transformed \( V^1_{n, \phi} \)-process is known. The exposition here is based on the ideas of Khmaladze (1981) and Nikabadze and Stute (1996).

Throughout the rest of the section we shall assume that (2.8) holds. To simplify the exposition further, assume without loss of generality that \( \mathbb{E} \psi^2(e_1) = 1 \). Write \( \tilde{m}(\cdot) = \tilde{m}(\cdot, \theta_0), G = G_{\theta_0} \). Set
\[ A(x) = \int \tilde{m}(y) \tilde{m}^T(y) I(y \geq x) G(dy), \quad x \in \mathbb{R}. \]

Assume that
\[ A(x_0) \quad \text{is nonsingular for some } x_0 < \infty. \]
This and the nonnegative definiteness of $A(y) - A(x_0)$ implies that $A(y)$ is nonsingular for all $y \leq x_0$. Write $A^{-1}(y)$ for $(A(y))^{-1}$, $y \leq x_0$, and define
\[ Tf(x) = f(x) - \int_{-\infty}^{x} \dot{m}^T(y) A^{-1}(y) \left[ \int \dot{m}(z) I(z \geq y) f(dz) \right] G(dy), \quad x \leq x_0. \]
We will apply $T$ to functions $f$ which are either of bounded variation or Brownian motion. In the latter case the inner integral needs to be interpreted as a stochastic integral. Since $T$ is a linear operator, $T(V_\phi)$ is a centered Gaussian process. Moreover we have the following fact.

**Lemma 2.1.**
\[
\text{Cov}[TV_\phi(x), TV_\phi(y)] = G(x \wedge y), \quad x, y \in \mathbb{R},
\]
that is, $TV_\phi$ is a Brownian motion with respect to time $G$.

The proof uses the independence of increments of the Brownian motion $V_\phi$ and properties of stochastic integrals and is similar to that of Lemma 3.1 of Stute, Thies and Zhu (1998). We are now ready to state our next result.

**Theorem 2.3.** (a) Assume, in addition to the assumptions of Theorem 2.2(a), that (2.8) and (2.11) hold. Then
\[
(2.12) \quad \sup_{x \leq x_0} |TV_{n, \phi}^1(x) - TV_{n, \phi}(x)| = o_p(1).
\]
If in addition, (1.2), (2.1) and (2.2) hold, then
\[
(2.13) \quad TV_{n, \phi} \Rightarrow TV_\phi \quad \text{and} \quad TV_{n, \phi}^1 \Rightarrow TV_\phi \quad \text{in} \ D[-\infty, x_0].
\]
(b) The above claims continue to hold under the assumptions of Theorem 2.2(b), (2.8) and (2.11).

The usefulness of the above theorem in statistics is limited because $T$ is known only in theory. For statistical applications to the goodness-of-fit testing, one needs to obtain an analogue of the above theorem where $T$ is replaced by an estimator $T_n$. Let, for $x \in \mathbb{R}$,
\[
G_n(x) := n^{-1} \sum_{i=1}^{n} I(X_{i-1} \leq x)
\]
and
\[
A_n(x) := \int \dot{m}(y, \theta_n) \dot{m}^T(y, \theta_n) I(y \geq x) G_n(dy).
\]
Define an estimator of $T$ to be
\[
T_n f(x) = f(x) - \int_{-\infty}^{x} \dot{m}^T(y, \theta_n) A_{n}^{-1}(y) \times \left[ \int \dot{m}(z, \theta_n) I(z \geq y) f(dz) \right] G_n(dy), \quad x \leq x_0.
\]
The next result, one of the main results of the paper, proves the consistency of $T_n V_{n, \phi}$ for $TV_{n, \phi}$ under the following additional smoothness condition on $\tilde{m}$. For some $q \times q$ square matrix $\tilde{m}(x, \theta_0)$ and a nonnegative function $K_1(x, \theta_0)$, both measurable in the $x$-coordinate, the following holds:

\begin{equation}
\mathbb{E}\|\tilde{m}(X_0, \theta_0)\|^j K_1(X_0, \theta_0) < \infty, \\
\mathbb{E}\|\tilde{m}(X_0, \theta_0)\|^j \|\tilde{m}(X_0, \theta_0)\|^{j'} < \infty, \quad j = 0, 1,
\end{equation}

and $\forall \epsilon > 0$, there exists a $\delta > 0$ such that $\|\theta - \theta_0\| < \delta$ implies

$$\|\tilde{m}(x, \theta) - \tilde{m}(x, \theta_0) - \tilde{m}(x, \theta_0)(\theta - \theta_0)\| \\
\leq \epsilon K_1(x, \theta_0)\|\theta - \theta_0\| \text{ for } G\text{-almost all } x.$$ 

Here, and in the sequel, for a $q \times q$ real matrix $D$, $\|D\| := \sup\{(a' D D'a)^{1/2}; a \in \mathbb{R}^q, \|a\| = 1\}$. The assumption (2.14) is necessary because we are now approximating the entities involving the estimator $\theta_n$. We are ready to state the theorem.

**Theorem 2.4.** (a) Suppose, in addition to the assumptions of Theorem 2.3(a), (2.14) holds and that (2.1) with $\psi_1, \psi_2$ replaced by $\|\tilde{m}(X_0, \theta_0)\| \psi_1, \|\tilde{m}(X_0, \theta_0)\| \psi_2$, respectively, holds. Then

\begin{equation}
\sup_{x \leq x_0} |T_n V_{n, \phi}(x) - TV_{n, \phi}(x)| = o_p(1),
\end{equation}

and consequently,

\begin{equation}
\sigma_{n, \phi}^{-1} T_n V_{n, \phi}(\cdot) \Rightarrow B \circ G \text{ in } D[-\infty, x_0].
\end{equation}

(b) The same continues to hold under the assumptions of Theorem 2.3(b) and (2.14).

**Remark 2.3.** By (2.11), $\lambda_1 := \inf\{a' A(x_0) a; a \in \mathbb{R}^q, \|a\| = 1\} > 0$ and $A(x)$ is positive definite for all $x \leq x_0$. Hence, $\|A^{-1/2}(x)\|^2 \leq \lambda_1^{-1} < \infty$, for all $x \leq x_0$, and (2.6) implies

\begin{equation}
\mathbb{E}\|m(x_0) A^{-1}(X_0)\| I(X_0 \leq x_0) \leq \mathbb{E}\|\tilde{m}(X_0)\| \lambda_1^{-1} < \infty.
\end{equation}

This fact is used in the proofs repeatedly. Now, let $a < b$ be given real numbers and suppose one is interested in testing the hypothesis

$$H: m_{\phi}(x) = m(x, \theta_0) \text{ for all } x \in [a, b] \text{ and for some } \theta_0 \in \Theta.$$ 

Assume the support of $G$ is $\mathbb{R}$, and $A(b)$ is positive definite. Then, $A(x)$ is nonsingular for all $x \leq b$, continuous on $[a, b]$ and $A^{-1}(x)$ is continuous on $[a, b]$ and

$$\mathbb{E}\|m(x_0) A^{-1}(X_0)\| I(a < X_0 \leq b) < \infty.$$
Thus, under the conditions of Theorem 2.4, \( \sigma_{n, \phi}^{-1} T_n V_{n, \phi}^1(\cdot) \Rightarrow B \circ G \), in \( D[a, b] \) and we obtain

\[
\sigma_{n, \phi}^{-1} \{ T_n V_{n, \phi}^1(\cdot) - T_n V_{n, \phi}^1(a) \} \Rightarrow B(G(\cdot)) - B(G(a)) \quad \text{in} \quad D[a, b].
\]

The stationarity of the increments of the Brownian motion then readily implies that

\[
D_n := \sup_{a \leq x \leq b} \left| \frac{T_n V_{n, \phi}^1(x) - T_n V_{n, \phi}^1(a)}{\{G_n(b) - G_n(a)\} \sigma_{n, \phi}} \right| \Rightarrow \sup_{0 \leq u \leq 1} |B(u)|.
\]

Hence, any test of \( H \) based on \( D_n \) is ADF.

**Applications.** Here we discuss some examples of nonlinear time series to which the above results may be applied. It may be useful for computational purposes to rewrite \( T_n V_{n, \phi}^1 \) as follows: for all \( x \leq x_0 \),

\[
T_n V_{n, \phi}^1(x) = n^{-1/2} \sum_{i=1}^{n} \left[ \sum_{j=1}^{n} m^T(X_{j-1}, \theta_n) \times \psi(X_i - m(X_{j-1}, \theta_n)) \right] I(X_{i-1} \leq x) - \sum_{j=1}^{n} m^T(X_{j-1}, \theta_n)
\]

(2.18)

Now, let \( g_1, \ldots, g_q \) be known real-valued \( G \)-square integrable functions on \( \mathbb{R} \) and consider the class of models \( \mathcal{M} \) with

\[
m(x, \theta) = g_1(x)\theta_1 + \cdots + g_q(x)\theta_q.
\]

Then (A1), (2.14) are trivially satisfied with \( \dot{m}(x, \theta) \equiv (g_1(x), \ldots, g_q(x))^T \) and \( \dot{m}(x, \theta) \equiv 0 \equiv K_1(x, \theta) \). Besides including the first-order linear autoregressive [AR(1)] model where \( q = 1, g_1(x) \equiv x \), this class also includes some nonlinear autoregressive models. For example, the choice of \( q = 2, g_1(x) = x, g_2(x) = x \exp(-x^2) \) gives an exponential-amplitude dependent AR(1) [EXPAR(1)] model of Ozaki and Oda (1978) [Tong (1990), pages 129 and 130]. In the following discussion, the innovations \( \epsilon_i = X_i - m(X_{i-1}, \theta_0) \) are assumed to be i.i.d. according to a d.f. \( F \) with a bounded Lebesgue density \( f \).

In the linear AR(1) model \( \dot{m}(x, \theta) \equiv x \) and \( A(x) \equiv \mathbb{E} X_0^2 I(X_0 \geq x) \) is positive for all real \( x \), uniformly continuous and decreasing on \( \mathbb{R} \), and thus trivially satisfies (2.11). A uniformly a.s. consistent estimator of \( A \) is

\[
A_n(x) \equiv n^{-1} \sum_{k=1}^{n} X_{k-1}^2 I(X_{k-1} \geq x).
\]

Thus a test of the hypothesis that the first-order autoregressive mean function is linear AR(1) on the interval \((-\infty, x_0]\) can be based on

\[
\sup_{x \leq x_0} \left| T_n V_{n, \phi}^1(x) \right| / \{ \sigma_{n, \phi}(x_0) \}.
\]
where
\[
T_n V^1_{n,i}(x) = n^{-1/2} \sum_{i=1}^{n} \left[ I(X_{i-1} \leq x) - n^{-1} \sum_{j=1}^{n} X_{j-1} X_{i-1} I(X_{j-1} \leq X_{i-1} \wedge x) \right] 
\times (X_i - X_{i-1} \theta_n),
\]
\[
\sigma^2_{n,i} = n^{-1} \sum_{i=1}^{n} (X_i - X_{i-1} \theta_n)^2.
\]

Similarly, a test of the hypothesis that the first-order autoregressive median function is AR(1) can be based on \(\sup_{x \leq x_0} |T_n V^1_{n,0.5}(x)|/\{\sigma_{n,0.5} G_n(x_0)\}\), where
\[
T_n V^1_{n,0.5}(x) = n^{-1/2} \sum_{i=1}^{n} \left[ I(X_{i-1} \leq x) - n^{-1} \sum_{j=1}^{n} X_{j-1} X_{i-1} I(X_{j-1} \leq X_{i-1} \wedge x) \right] 
\times \{I(X_i - X_{i-1} \theta_n > 0) - 0.5\}.
\]
and
\[
\sigma^2_{n,0.5} = n^{-1} \sum_{i=1}^{n} (I(X_i - X_{i-1} \theta_n > 0) - 0.5)^2.
\]

By Theorem 2.4, both of these tests are ADF as long as the estimator \(\theta_n\) is the least square (LS) estimator in the former test and the least absolute deviation (LAD) estimator in the latter. For the former test we additionally require \(\mathbb{E}_{\epsilon_1}^{1+\delta} < \infty\), for some \(\delta > 0\), while for the latter test, \(\mathbb{E}_{\epsilon_1}^4 < \infty\) and \(f\) being uniformly continuous and positive suffice.

In the EXPAR(1) model, \(\hat{m}(x, \theta_0) \equiv (x, x \exp(-x^2))^T\) and \(A(x)\) is the \(2 \times 2\) symmetric matrix
\[
A(x) = \mathbb{E} I(X_0 \geq x) \begin{pmatrix} X_0^2 & X_0^2 \exp(-X_0^2) \\ X_0^2 \exp(-X_0^2) & X_0^2 \exp(-2X_0^2) \end{pmatrix}.
\]
From Theorem 4.3 of Tong [(1990), page 128], if \(\mathbb{E}_{\epsilon_1}^{4} < \infty\), \(f\) is absolutely continuous and positive on \(\mathbb{R}\), then the above EXPAR(1) process is stationary, ergodic, the corresponding stationary d.f. \(G\) is strictly increasing on \(\mathbb{R}\), and \(\mathbb{E} X_0^4 < \infty\). Moreover, one can directly verify that \(\mathbb{E} X_0^2 < \infty\) implies \(A(x)\) is nonsingular for every real \(x\) and \(A^{-1}\) and \(A\) are continuous on \(\mathbb{R}\). The matrix
\[
A_n(x) = n^{-1} \sum_{i=1}^{n} I(X_{i-1} \geq x) \begin{pmatrix} X_{i-1}^2 & X_{i-1}^2 \exp(-X_{i-1}^2) \\ X_{i-1}^2 \exp(-X_{i-1}^2) & X_{i-1}^2 \exp(-2X_{i-1}^2) \end{pmatrix}
\]
provides a uniformly a.s. consistent estimator of \(A(x)\).

Thus one may use \(\sup_{x \leq x_0} |T_n V^1_{n,i}(x)|/\{\sigma_{n,i} G_n(x_0)\}\) to test the hypothesis that the autoregressive mean function is given by an EXPAR(1)
function on an interval \((-\infty, x_0]\). Similarly, one can use the test statistic 
\[
\sup_{x \leq x_0} |T_n V_n^1(x)/\sigma_{n, 0.5}(x_0)|
\]
to test the hypothesis that the autoregressive median function is given by an EXPAR(1) function. In both cases, 
\(A_n\) is as above and one should now use the general formula (2.18) to compute these statistics. Again, from Theorem 2.4 it readily follows that the asymptotic levels of both of these tests can be computed from the distribution of 
\[
\sup_{0 \leq u \leq 1} |\theta_n(u)|,
\]
provided the estimator \(\theta_n\) is taken to be, respectively, the LS and the LAD. Again one needs the \((4 + \delta)\)th moment assumption for the former test and the uniform continuity of \(f\) for the latter test. The relevant asymptotics of the LS-estimator and a class of \(M\)-estimators with bounded \(\psi\) in a class of nonlinear time series models is given in Tjøstheim (1986) and Koul (1996), respectively. In particular, these papers include the above EXPAR(1) model.

**Remark 2.4.** Theorems 2.1 and 2.2 can be extended to the case where \(X_{i-1}\) is replaced by a \(q\)-vector \((X_{i-1}, \ldots, X_{i-q})^T\) in the definitions of the \(V_{n, \phi}\) and \(V_{n, \phi}^1\). In this case, the time parameter of these processes is a \(q\)-dimensional vector. The difficulty in transforming such processes to obtain a limiting process that has a known limiting distribution is similar to that faced in transforming the multivariate empirical process in the i.i.d. setting. This, in turn, is related to the difficulty of having a proper definition of a multitime parameter martingale. See Khmaladze (1988, 1993) for a discussion on the issues involved. For these reasons, we restricted our attention here to the one-dimensional case only.

**Consistency.** Here we shall give sufficient conditions that will imply the consistency of goodness-of-fit tests based on \(V_{n, \phi}\) for a simple hypothesis \(m_\phi = m_0\) against the fixed alternative \(m_\phi \neq m_0\), where \(m_0\) is a known function. By the statement \(m_\phi \neq m_0\) it should be understood that the \(G\)-measure of the set \(\{y \in \mathbb{R}; m_\phi(y) \neq m_0(y)\}\) is positive. Let \(\lambda(y, z) := \mathbb{E}\{\psi(X_1 - m_\phi(X_0) + z)\mid X_0 = y\}, y, z \in \mathbb{R}\). Note that \(\psi\) nondecreasing implies that \(\lambda(y, z)\) is nondecreasing in \(z\), for each real \(y\). Assume that for every \(y \in \mathbb{R}\),

\[
\lambda(y, z) = 0 \quad \text{if and only if } z = 0.
\]

Let \(d(x) := m_\phi(x) - m_0(x), x \in \mathbb{R}\) and

\[
D_n(x) := n^{-1/2} \sum_{i=1}^n \lambda(X_{i-1}, d(X_{i-1})) I(X_{i-1} \leq x), \quad x \in \mathbb{R}.
\]

An adaptation of the Glivenko–Cantelli arguments known for the i.i.d. case to the strictly stationary case [see (4.1) below] yields

\[
\sup_{x \in \mathbb{R}} |n^{-1/2} D_n(x) - \mathbb{E}\lambda(X_0, d(X_0)) I(X_0 \leq x)| \to 0 \quad \text{a.s.,}
\]

where the \(\mathbb{E}\) is computed under the alternative \(m_\phi\). Moreover, by Lemma 3.1 below, we have

\[
V_{n, \phi} \Rightarrow \text{a continuous Gaussian process.}
\]
These facts together with the assumption (2.19) and a routine argument yield the consistency of the K–S and Cramér–von Mises tests based on \( V_n, \psi \).

The study of the asymptotic power of the above tests against a sequence of alternatives \( m_n, \phi(x) \to m_0(x) \) at a \( n^{-1/2} \) rate deserves serious attention and will be discussed elsewhere.

### 3. Weak convergence of a marked empirical process.

Let \( X_i, i = 0, \pm 1, \ldots \) be a strictly stationary ergodic Markov process with stationary d.f. \( G \), and let \( \mathcal{F}_i = \sigma(X_i, X_{i-1}, \ldots) \) be the \( \sigma \)-field generated by the observations obtained up to time \( i \). Furthermore, let, for each \( n \geq 1 \), \( \{Z_{n,i}, 1 \leq i \leq n\} \) be an array of r.v.'s adapted to \( \{\mathcal{F}_i\} \) such that \( (Z_{n,i}, X_i) \) is strictly stationary in \( i \), for each \( n \geq 1 \), and satisfying

\[
E\{Z_{n,i} | \mathcal{F}_{i-1}\} = 0, \quad 1 \leq i \leq n.
\]

Our goal here is to establish the weak convergence of the process

\[
\alpha_n(x) = n^{-1/2} \sum_{i=1}^{n} Z_{n,i} I(X_{i-1} \leq x), \quad x \in \mathbb{R}.
\]

The process \( \alpha_n \) constitutes a marked empirical process of the \( X_{i-1}'s \), the marks being given by the martingale difference array \( \{Z_{n,i}\} \). An example of this process is the \( V_n, \psi \) process where \( Z_{n,i} = \psi(X_i - m_\phi(X_{i-1})) \). Further examples appear in the proofs in Section 4 below.

We now formulate the assumptions that guarantee the weak convergence of \( \alpha_n \) to a continuous limit in \( D[-\infty, \infty] \). To this end, let

\[
L_x(y) := P(X_1 - \varphi(X_0) \leq x | X_0 = y), \quad x, y \in \mathbb{R},
\]

where \( \varphi \) is a real-valued measurable function. Because of the Markovian assumption, \( L_{X_0} \) is the d.f. of \( X_1 - \varphi(X_0) \), given \( \mathcal{F}_0 \). For example, if \( \{X_i\} \) is integrable, we may take \( \varphi(x) = E[X_{i+1} | X_i = x] \), so that \( e_{i+1} := X_{i+1} - \varphi(X_i) \) are just the innovations generating the process \( \{X_i\} \). As another example, for the \( V_n, \psi \), we may take \( \varphi = m_\psi \). In the context of time series analysis the innovations are often i.i.d., in which case \( L_y \) does not depend on \( y \). However, for our general result of this section, we may let \( L_y \) depend on \( y \).

This section contains two lemmas. Lemma 3.1 deals with the general marks and Lemma 3.2 with the bounded marks. The following assumptions will be needed in Lemma 3.1.

(A) For some \( \eta > 0, \delta > 0, K < \infty \) and all \( n \) sufficiently large,

(a) \( E[Z_{n,1}^4] \leq K \),

(b) \( E[Z_{n,1}^4 | X_0^{1+\eta}] \leq K \)

and

(c) \( E[Z_{n,2} Z_{n,1}^2 X_1]^{1+\delta} \leq K \).
(B) There exists a function \( \varphi \) from \( \mathbb{R} \) to \( \mathbb{R} \) such that the corresponding family of functions \( \{ L_y, \ y \in \mathbb{R} \} \) admit Lebesgue densities \( l_y \) which are uniformly bounded,

\[
\sup_{x, y} l_y(x) \leq K < \infty.
\]

(C) There exists a continuous nondecreasing function \( \tau^2 \) on \( \mathbb{R} \) to \( [0, \infty) \) such that

\[
n^{-1} \sum_{i=1}^{n} \mathbb{E}[Z_{n,i}^2 | F_{i-1}] I(X_{i-1} \leq x) = \tau^2(x) + o_P(1) \quad \forall x \in [-\infty, \infty].
\]

Assumptions (A) and (B) are needed to guarantee the continuity of the weak limit and the tightness of the process \( \alpha_n \), while (C) is needed to identify the weak limit. As before, \( B \) denotes the Brownian motion on \([0, \infty)\).

**Lemma 3.1.** Under (A)–(C),

\[
\alpha_n \Rightarrow B \circ \tau^2 \quad \text{in the space } D[-\infty, \infty],
\]

where \( B \circ \tau^2 \) is a continuous Brownian motion on \( \mathbb{R} \) with respect to time \( \tau^2 \).

**Proof.** For convenience, we shall not now exhibit the dependence of \( Z_{n,i} \) on \( n \). Apply the CLT for martingales [Hall and Heyde (1980), Corollary 3.1] to show that the \( \varepsilon_i \) tend to the right limit, under (A)(a) and (C).

As to tightness, fix \( -\infty \leq t_1 < t_2 < t_3 \leq \infty \) and assume, without loss of generality, that the moment bounds of (A) hold for all \( n \geq 1 \) with \( K \geq 1 \). Then we have

\[
[a_n(t_3) - a_n(t_2)][a_n(t_2) - a_n(t_1)]^2
\]

\[
= n^{-2} \left( n \sum_{i=1}^{n} Z_i I(t_2 < X_{i-1} \leq t_3) \right)^2 \left( n \sum_{i=1}^{n} Z_i I(t_1 < X_{i-1} \leq t_2) \right)^2
\]

\[
= n^{-2} \sum_{i,j,k,l} U_i U_j V_k V_l
\]

where

\[
U_i = Z_i I(t_2 < X_{i-1} \leq t_3) \quad \text{and} \quad V_i = Z_i I(t_1 < X_{i-1} \leq t_2).
\]

Now, if the largest index among \( i, j, k, l \) is not matched by any other, then \( \mathbb{E}\{U_i U_j V_k V_l\} = 0 \). Also, since the two intervals \([t_2, t_3]\) and \([t_1, t_2]\) are disjoint, \( U_i V_i \equiv 0 \). We thus obtain

\[
\mathbb{E}\left\{ n^{-2} \sum_{i,j,k,l} U_i U_j V_k V_l \right\} = n^{-2} \sum_{i,j<k} \mathbb{E}\{V_i V_j U_k^2\}
\]

\[
+ n^{-2} \sum_{i,j<k} \mathbb{E}\{U_i U_j V_k^2\}.
\]
Note that the moment assumption (A)(a) guarantees that the above expectations exist. In this proof, the constant $K$ is a generic constant, which may vary from expression to expression but never depends on $n$ or the chosen $t$’s.

We shall only bound the first sum in (3.4), the second being dealt with similarly. To this end, fix a $2 \leq k \leq n$ for the time being and write

$$
\sum_{i, j < k} \mathbb{E}\{V_i V_j U^2_k\} = \mathbb{E}\left\{\left(\sum_{i=1}^{k-1} V_i\right)^2 U^2_k\right\}
$$

$$
= \mathbb{E}\left\{\left(\sum_{i=1}^{k-1} V_i\right)^2 \mathbb{E}(U^2_k|\mathcal{F}_{k-1})\right\}
$$

$$
\leq 2\mathbb{E}\left\{\left(\sum_{i=1}^{k-2} V_i\right)^2 \mathbb{E}(U^2_k|\mathcal{F}_{k-1})\right\}
$$

$$
+ 2\mathbb{E}\{V^2_{k-1}\mathbb{E}(U^2_k|\mathcal{F}_{k-1})\}.
$$

The first expectation equals

$$
\mathbb{E}\left\{\left(\sum_{i=1}^{k-2} V_i\right)^2 I(t_2 < X_{k-1} \leq t_3)\mathbb{E}(Z^2_k|\mathcal{F}_{k-1})\right\}.
$$

Write

$$
\mathbb{E}(Z^2_k|\mathcal{F}_{k-1}) = r(X_{k-1}, X_{k-2}, \ldots)
$$

for an appropriate function $r$. Note that due to stationarity $r$ is the same for each $k$. Condition on $\mathcal{F}_{k-2}$ and use the Markov property and Fubini’s theorem to show that (3.6) is the same as

$$
\mathbb{E}\left\{\left(\sum_{i=1}^{k-2} V_i\right)^2 \int_{t_2}^{t_3} r(x, X_{k-2}, \ldots) l_{X_{k-2}}(x - \varphi(X_{k-2})) \, dx\right\}
$$

$$
= \int_{t_2}^{t_3} \mathbb{E}\left\{\left(\sum_{i=1}^{k-2} V_i\right)^2 r(x, X_{k-2}, \ldots) l_{X_{k-2}}(x - \varphi(X_{k-2}))\right\} \, dx
$$

$$
\leq \int_{t_2}^{t_3} \left\{\mathbb{E}\left(\sum_{i=1}^{k-2} V_i\right)^4\right\}^{1/2} \left\{\mathbb{E}(r(x, X_{k-2}, \ldots) l_{X_{k-2}}(x - \varphi(X_{k-2})))^2\right\}^{1/2} \, dx,
$$

where the last inequality follows from the Cauchy–Schwarz inequality. Since the $V_i$’s form a centered martingale difference array, Burkholder’s inequality (Chow and Teicher (1978), page 384) and the moment inequality yield

$$
\mathbb{E}\left(\sum_{i=1}^{k-2} V_i\right)^4 \leq K \mathbb{E}\left(\sum_{i=1}^{k-2} V^2_i\right)^2 \leq K (k - 2)^2 \mathbb{E}V^4_1.
$$

We also have

$$
\mathbb{E}V^4_1 = \mathbb{E}(Z^4_1 I(t_1 < X_0 \leq t_2)) = [L_1(t_2) - L_1(t_1)],
$$
where

\[ L_1(t) = \mathbb{E} Z_1^2 I(X_0 \leq t), \quad -\infty \leq t \leq \infty. \]

Let

\[ L_2(t) = \int_{-\infty}^{t} \left[ \mathbb{E}(r(x, X_{k-2}, \ldots) l_{X_{k-2}}(x - \varphi(X_{k-2}))) \right]^2 \frac{1}{\varphi(x)} \, dx, \quad -\infty \leq t \leq \infty. \]

Note that due to stationarity, \( L_2 \) is the same for each \( k \). It thus follows that (3.6) is bounded from the above by

\[ (3.7) \quad K (k-2) [L_1(t_2) - L_1(t_1)]^{1/2} [L_2(t_3) - L_2(t_2)]. \]

The assumption (A)(a) implies that \( L_1 \) is a continuous nondecreasing bounded function on the real line. Clearly, \( L_2 \) is also nondecreasing and continuous. We shall now show that \( L_2(\infty) \) is finite. For this, let \( h \) be a strictly positive continuous Lebesgue density on the real line such that \( h(x) \sim |x|^{-1-\eta} \) as \( x \to \pm \infty \), where \( \eta \) is as in (A)(b). By Hölder's inequality,

\[ L_2(\infty) \leq \left[ \int_{-\infty}^{\infty} \mathbb{E}(r(x, X_{k-2}, \ldots) l_{X_{k-2}}(x - \varphi(X_{k-2}))) \frac{1}{\varphi(x)} \, dx \right]^{1/2}. \]

Use the assumption (B) to bound one power of \( l_{X_{k-2}} \) from the above so that the last integral in turn is less than or equal to

\[ K \mathbb{E} \left\{ r^2(X_{k-1}, X_{k-2}, \ldots) h^{-1}(X_{k-1}) \right\} \leq K \mathbb{E} \left\{ Z_1^2 |h^{-1}(X_0)| \right\}. \]

The finiteness of the last expectation follows, however, from assumption (A)(b).

We now bound the second expectation in (3.5). Since \( Z_{k-1} \) is measurable w.r.t. \( \mathcal{F}_{k-1} \), there exists some function \( s \) such that

\[ Z_{k-1}^2 = s(X_{k-1}, X_{k-2}, \ldots). \]

Put \( u = rs \) with \( r \) as before. Then we have, with the \( \delta \) as in (A)(c),

\[ \mathbb{E}\left\{ V_{k-1}^2 \mathbb{E}(U_k^2 | \mathcal{F}_{k-1}) \right\} \]

\[ = \mathbb{E}\left\{ I(t_2 < X_{k-1} \leq t_3)I(t_1 < X_{k-2} \leq t_2) u(X_{k-1}, X_{k-2}, \ldots) \right\} \]

\[ = \int_{t_2}^{t_3} \mathbb{E}\left\{ I(t_1 < X_{k-2} \leq t_2) u(x, X_{k-2}, \ldots) l_{X_{k-2}}(x - \varphi(X_{k-2})) \right\} \, dx \]

\[ \leq [G(t_2) - G(t_1)]^{\delta/(1+\delta)} \]

\[ \times \int_{t_2}^{t_3} \mathbb{E}^{1/(1+\delta)} \left\{ u^{1+\delta}(x, X_{k-2}, \ldots) l_{X_{k-2}}^{1+\delta}(x - \varphi(X_{k-2})) \right\} \, dx. \]

Put

\[ L_3(t) = \int_{-\infty}^{t} \mathbb{E}^{1/(1+\delta)} \left\{ u^{1+\delta}(x, X_{k-2}, \ldots) l_{X_{k-2}}^{1+\delta}(x - \varphi(X_{k-2})) \right\} \, dx, \quad -\infty \leq t \leq \infty. \]
Arguing as above, now let $q$ be a positive continuous Lebesgue density on the real line such that $q(x) \sim |x|^{-1-1/\delta}$ as $x \to \pm \infty$. By Hölder’s inequality,

$$L_3(\infty) \leq \left[ \int_{-\infty}^{\infty} \mathbb{E}\{u^{1+\delta}(x, X_{k-2}, \ldots) \, l_{X_{k-2}}^{1+\delta}(x - \varphi(X_{k-2}))\} q^{-\delta}(x) \, dx \right]^{1/(1+\delta)}$$

$$\leq K \left[ \mathbb{E}(u^{1+\delta}(X_{k-1}, \ldots) \, q^{-\delta}(X_{k-1})) \right]^{1/(1+\delta)}$$

$$\leq K \left[ \mathbb{E}(Z_2^{2(1+\delta)} Z_1^{2(1+\delta)} q^{-\delta}(X_1)) \right]^{1/(1+\delta)},$$

where the last inequality follows from Hölder’s inequality applied to conditional expectations. The last expectation is, however, finite by assumption (A)(c). Thus $L_3$ is also a nondecreasing continuous bounded function on the real line and we obtain

$$\mathbb{E}\{V_{k-1}^2 \mathbb{E}\{U_k^2|\mathcal{F}_{k-1}\}\} \leq K [G(t_2) - G(t_1)]^{\delta/(1+\delta)} [L_3(t_3) - L_3(t_2)].$$

Upon combining this with (3.5) and (3.7) and summing over $k = 2$ to $k = n$, we obtain

$$n^{-2} \sum_{i, j < k} \mathbb{E}\{V_i V_j U_k^2\} \leq K \left[ [L_1(t_2) - L_1(t_1)]^{1/2} [L_2(t_3) - L_2(t_2)] + [G(t_2) - G(t_1)]^{\delta/(1+\delta)} [L_3(t_3) - L_3(t_2)] \right].$$

One has a similar bound for the second sum in (3.4). Thus, summarizing, we see that the sums in (3.4) satisfy Chentsov’s criterion for tightness. For relevant details see Billingsley (1968), Theorem 15.6. This completes the proof of Lemma 3.1. \qed

The next lemma covers the case of uniformly bounded $\{Z_{n, i}\}$. In this case we can avoid the moment conditions (A)(b) and (A)(c) and replace the condition (B) by a weaker condition.

**Lemma 3.2.** Suppose the r.v.’s $\{Z_{n, i}\}$ are uniformly bounded and (C) holds. In addition, suppose there exists a measurable function $\varphi$ from $\mathbb{R}$ to $\mathbb{R}$ such that the corresponding family of functions $\{L_y, y \in \mathbb{R}\}$ has Lebesgue densities $\{l_y, y \in \mathbb{R}\}$ satisfying

$$\int \left[ \mathbb{E} l_{X_0}^{1+\delta}(x - \varphi(X_0)) \right]^{1/(1+\delta)} \, dx < \infty,$$

for some $\delta > 0$. Then also the conclusion of Lemma 3.1 holds.

**Proof.** Proceed as in the proof of Lemma 3.1 up to (3.6). Now use the boundedness of $\{Z_k\}$ and argue as for (3.7) to conclude that (3.6) is bounded
from the above by
\[
K \int_{t_2}^{t_3} \mathbb{E} \left\{ \left( \sum_{i=1}^{k-2} V_i \right)^2 l_{X_k}(x - \varphi(X_{k-2})) \right\} dx 
\leq K \int_{t_2}^{t_3} \left( \mathbb{E} \left[ \sum_{i=1}^{k-2} V_i \right] \right)^{2(1+\delta)/(\delta)} \left[ \mathbb{E} l_{X_0}^{1+\delta}(x - \varphi(X_0)) \right]^{1/(1+\delta)} dx 
\leq K (k-2) \left[ G(t_2) - G(t_1) \right]^{\delta/(1+\delta)} \left[ \Gamma(t_3) - \Gamma(t_2) \right],
\]
with \( \delta \) as in (3.8). Here
\[
\Gamma(t) = \int_{-\infty}^t \left[ \mathbb{E} l_{X_0}^{1+\delta}(x - \varphi(X_0)) \right]^{1/(1+\delta)} dx, \quad -\infty < t < \infty.
\]
Note that (3.8) implies that \( \Gamma \) is strictly increasing continuous and bounded on \( \mathbb{R} \). Similarly,
\[
\mathbb{E} \left\{ V_{k-1}^2 \mathbb{E} [U_k^2 | \mathcal{F}_{k-1}] \right\} \leq K \mathbb{E} \left\{ V_{k-1}^2 I(t_2 < X_{k-1} \leq t_3) \right\} 
= \mathbb{E} \left\{ I(t_1 < X_{k-2} \leq t_2) \mathbb{E} \left[ Z_{k-1}^2 I(t_2 < X_{k-1} \leq t_3) | \mathcal{F}_{k-2} \right] \right\} 
\leq K \mathbb{E} \left\{ I(t_1 < X_{k-2} \leq t_2) \left[ \int_{t_2}^{t_3} l_{X_k}(x - \varphi(X_{k-2})) dx \right] \right\} 
= K \int_{t_2}^{t_3} \mathbb{E} \left\{ I(t_1 < X_{k-2} \leq t_2) l_{X_k}(x - \varphi(X_{k-2})) \right\} dx 
\leq K \left[ G(t_2) - G(t_1) \right]^{\delta/(1+\delta)} \left[ \Gamma(t_3) - \Gamma(t_2) \right].
\]
Upon combining the above bounds we obtain that (3.5) is bounded from the above by
\[
K(k-1) \left[ G(t_2) - G(t_1) \right]^{\delta/(1+\delta)} \left[ \Gamma(t_3) - \Gamma(t_2) \right].
\]
Summation from \( k = 2 \) to \( k = n \) thus yields
\[
n^{-2} \sum_{i, j < k} \mathbb{E} \{ V_i V_j U_k^2 \} \leq K \left[ G(t_2) - G(t_1) \right]^{\delta/(1+\delta)} \left[ \Gamma(t_3) - \Gamma(t_2) \right].
\]
The rest of the details are as in the proof of Lemma 3.1. \( \square \)

4. Proofs. In this section we present the proofs of various results stated in Sections 1 and 2.

Proof of Theorem 2.1. Part (i) follows from Lemma 3.1 while part (ii) follows from Lemma 3.2 upon choosing \( \varphi = m_\psi, Z_i = \psi(X_i - m_\psi(X_{i-1})) \), \( L_y \equiv F_y \) and \( l_y = f_y \) in there. \( \square \)

Before proceeding further, we state two facts that will be used below repeatedly. Let \( \{ \xi_i \} \) be r.v.'s with finite first moment such that \( \{(\xi_i, X_{i-1})\} \) is
strictly stationary and ergodic and let $\xi_i$ be stationary square integrable r.v.'s. Then $\max_{1 \leq i \leq n} n^{-1/2} |\xi_i| = o_p(1)$ and

$$
\sup_{y \in \mathbb{R}} \left| \sum_{i=1}^{n} \xi_i I(X_{i-1} \leq y) - E\xi I(X_0 \leq y) \right| \to 0 \quad \text{a.s.}
$$

(4.1)

The ET (ergodic theorem) implies the pointwise convergence in (4.1). The uniformity is obtained with the aid of the triangle inequality and by decomposing each $\xi_i$ into its negative and positive part and applying a Glivenko–Cantelli type argument to each part.

**Remark 4.1.** We are now ready to sketch an argument for the weak convergence of $V_{n, \phi}(\tau_{n, \phi}^2)^{-1}$ to $B$ under the hypothesis $m_\phi = m_0$. For the sake of brevity, let $b_n := \tau_{n, \phi}(\infty)$, $b := \tau_\phi^2(\infty)$. First, note that

$$
\sup_{0 \leq t \leq b_n} |\tau_{n, \phi}(\tau_{n, \phi}^2)^{-1}(t) - t| \leq \max_{1 \leq i \leq n} n^{-1} \psi^2(X_i - m_0(X_{i-1})) = o_p(1)
$$

by (1.2). Next, fix an $\epsilon > 0$ and let $\mathcal{A}_n := \{ |b_n - b| \leq \epsilon \}$ and $c_\epsilon := 1/[1 - \epsilon/b]$. On $\mathcal{A}_n$,

$$
1/\left[ 1 + \frac{\epsilon}{b_n} \right] \leq \frac{b}{b_n} \leq 1/\left[ 1 - \frac{\epsilon}{b} \right] = c_\epsilon
$$

and

$$
\sup_{0 \leq t \leq b} |\tau_{n, \phi}(\tau_{n, \phi}^2)^{-1}(t) - t| \leq \sup_{0 \leq t \leq b_n} |\tau_{n, \phi}(\tau_{n, \phi}^2)^{-1}(t) - t| + \sup_{b_n < t \leq b_{n, c_\epsilon}} |\tau_{n, \phi}(\tau_{n, \phi}^2)^{-1}(t) - t|.
$$

The second term is further bounded from the above, on $\mathcal{A}_n$, by $(b+\epsilon)/(b-\epsilon)\epsilon$. However, by the ET, $\mathbb{P}(\mathcal{A}_n^c) \to 1$. The arbitrariness of $\epsilon$ thus readily implies that

$$
\sup_{0 \leq t \leq \tau_\phi^2(\infty)} |\tau_{n, \phi}(\tau_{n, \phi}^2)^{-1}(t) - t| = o_p(1).
$$

We thus obtain, in view of (4.1),

$$
\sup_{0 \leq t \leq \tau_\phi^2(\infty)} |\tau_{n, \phi}(\tau_{n, \phi}^2)^{-1}(t) - t| \leq \max_{x \in \mathbb{R}} |\tau_{n, \phi}^2(x) - \tau_{n, \phi}(x)| + \sup_{0 \leq t \leq \tau_\phi^2(\infty)} |\tau_{n, \phi}(\tau_{n, \phi}^2)^{-1}(t) - t| = o_p(1).
$$

These observations together with the continuity of the weak limit of $V_{n, \phi}$ imply that

$$
\sup_{0 \leq t \leq \tau_\phi^2(\infty) \lor \tau_{n, \phi}^2(\infty)} |V_{n, \phi}(\tau_{n, \phi}^2)^{-1}(t) - V_{n, \phi}(\tau_{\phi}^2)^{-1}(t)| = o_p(1).
$$
Therefore, by Theorem 2.1, \( s_{n, \phi}^{-1} V_{n, \phi}((\tau_{n, \phi}^{2})^{-1}) \Rightarrow B \) and the limiting distribution of any continuous functional of \( s_{n, \phi}^{-1} V_{n, \phi}((\tau_{n, \phi}^{2})^{-1}) \) can be obtained from the distribution of the corresponding functional of \( B \). In particular, the asymptotic level of the test based on the Cramér–von Mises-type statistic

\[
s_{n, \phi}^{-2} \int_{0}^{s_{n, \phi}^{2}} V_{n, \phi}((\tau_{n, \phi}^{2})^{-1}(t)) dH(t/s_{n, \phi}^{2})
\]

can be obtained from the distribution of \( \int_{0}^{1} B^{2} dH \), where \( H \) is a d.f. function on \([0, 1] \).

For our next lemma, put \( \varepsilon_{n,i} = X_i - m(X_{i-1}, \theta_n) \) and recall \( \varepsilon_i = X_i - m(X_i, \theta_0) \). Let

\[
\mathcal{D}_n = n^{-1/2} \sum_{i=1}^{n} \left| \psi(\varepsilon_{n,i}) - \psi(\varepsilon_i) - (\varepsilon_{n,i} - \varepsilon_i) \frac{1}{r} \psi(\varepsilon_i) \right| \|r(X_{i-1})\|,
\]

where \( r \) is a measurable vector-valued function such that

\[
(4.2) \quad \mathbb{E}\|r(X_0)\|^{2} < \infty.
\]

Let \( \Delta_n = n^{1/2}(\theta_n - \theta_0) \) and write \( m(\cdot), \hat{m}(\cdot) \) for \( m(\cdot, \theta_0), \hat{m}(\cdot, \theta_0) \), respectively.

**Lemma 4.1.** Under the assumptions of Theorem 2.2(a) and (4.2), \( \mathcal{D}_n = o_{\mathbb{P}}(1) \).

**Proof.** Fix an \( \alpha > 0 \). Then by assumption (A1) and (2.5) there exists a large \( k < \infty \) and an integer \( N \) such that

\[
\mathbb{P}(B_n) > 1 - \alpha \quad \text{for all } n > N,
\]

where

\[
B_n = \left\{ \|\Delta_n\| \leq k; \max_{i} \left| m(X_{i-1}, \theta_n) - m(X_{i-1}) \right. \right.
\]

\[
- \left. m^T(X_{i-1})(\theta_n - \theta_0) \right| \leq \alpha/n^{1/2} \right\}.
\]

Now, on \( B_n \), we obtain for \( 1 \leq i \leq n \), under \( H_0 \),

\[
|m(X_{i-1}, \theta_n) - m(X_{i-1})| \leq n^{-1/2}[\alpha + k\|m(X_{i-1})\|] =: n^{-1/2}h(X_{i-1}).
\]

From (2.6) and the stationarity of the process \( \{X_i\} \),

\[
\max_{1 \leq i \leq n} n^{-1/2}h(X_{i-1}) = o_{\mathbb{P}}(1).
\]

Furthermore, by the absolute continuity of \( \psi \), on \( B_n \),

\[
\mathcal{D}_n \leq n^{-1/2} \sum_{i=1}^{n} \|r(X_{i-1})\| \int_{-h(X_{i-1})/n^{1/2}}^{h(X_{i-1})/n^{1/2}} |\dot{\psi}(\varepsilon_i - z) - \dot{\psi}(\varepsilon_i)| \, dz.
\]
Assuming for the moment that \( \psi \) is uniformly continuous, we obtain uniformly in \( 1 \leq i \leq n \),
\[
\int_{-h(X_{i-1})/n^{1/2}}^{h(X_{i-1})/n^{1/2}} |\dot{\psi}(\epsilon_i - z) - \dot{\psi}(\epsilon_i)| \, dz = n^{-1/2} h(X_{i-1}) \times o_p(1)
\]
so that by (2.6), (4.2) and the ET, the lemma holds.

For an arbitrary \( \dot{\psi} \) satisfying (\( \Psi_1 \)), we shall use the fact that continuous functions with compact support are dense in \( L^1(\mu) \), where \( \mu \) may be any finite Borel measure [Wheeden and Zygmund (1977), Problem 27, page 192]. In our case \( \mu(A) := \mathbb{E}[r(X_0)]h(X_0)I(\epsilon_1 \in A) \), for any Borel subset \( A \) of \( \mathbb{R} \). Again, by (2.6) and (4.2), this is a finite measure. Accordingly, given \( \gamma > 0 \), there is a continuous function \( g \) with compact support such that
\[
(4.3) \quad \int \|r(X_0)\| h(X_0)[|\dot{\psi} - g|(\epsilon_1) + |\dot{\psi} - g|(\epsilon_1-)+|\dot{\psi} - g|(\epsilon_1+)] \, d\mathbb{P} \leq \gamma.
\]

We also have
\[
\mathcal{D}_n \leq n^{-1/2} \sum_{i=1}^{n} \|r(X_{i-1})\|
\times \left\{ \int_{-h(X_{i-1})/n^{1/2}}^{h(X_{i-1})/n^{1/2}} \left| g(\epsilon_i - z) - g(\epsilon_i) \right| \, dz 
+ \int_{-h(X_{i-1})/n^{1/2}}^{h(X_{i-1})/n^{1/2}} |\dot{\psi}(\epsilon_i - z) - \dot{\psi}(\epsilon_i)| \, dz \right\}
+ n^{-1} \sum_{i=1}^{n} \|r(X_{i-1})\| h(X_{i-1}) |\dot{\psi}(\epsilon_i) - g(\epsilon_i)|.
\]

The uniform continuity of \( g \) implies that the first term is \( o_p(1) \) while by the ET and (4.3), the third term is \( O_p(\gamma) \). It remains to bound the second term. Its expectation equals \( \mathbb{E}f_n(\epsilon_1, X_0) \), where
\[
f_n(\epsilon_1, X_0) := n^{1/2} \|r(X_0)\| \int_{\epsilon_1-h(X_0)/n^{1/2}}^{\epsilon_1+h(X_0)/n^{1/2}} |g(z) - \dot{\psi}(z)| \, dz.
\]

Since \( g \) and \( \psi \) are bounded, \( f_n(\epsilon_1, X_0) \leq C \|r(X_0)\| h(X_0) \), which is integrable by (2.6) and (4.2). Moreover, we also have that for each value of \( (\epsilon_1, X_0) \),
\[
f_n(\epsilon_1, X_0) \to \|r(X_0)\| h(X_0) \{g - \dot{\psi}|(\epsilon_1)+|g - \dot{\psi}|(\epsilon_1-)|
\]
so that by (4.3) and the dominated convergence theorem \( \mathbb{E}f_n(\epsilon_1, X_0) = O(\gamma) \). This concludes the proof of Lemma 4.1. \( \square \)

**Proof of Theorem 2.2.** Put
\[
R_n(x) := V_n^1(x) - V_n(x) = n^{-1/2} \sum_{i=1}^{n} [\psi(\epsilon_{n,i}) - \psi(\epsilon_i)] I(X_{i-1} \leq x), \quad x \in \mathbb{R}.
\]
Decompose $R_n$ as

$$R_n(x) = n^{-1/2} \sum_{i=1}^{n} \left[ \psi(e_{n,i}) - \psi(e_i) - (e_{n,i} - e_i) \psi(e_i) \right] I(X_{i-1} \leq x)$$

$$= n^{-1/2} \sum_{i=1}^{n} \left[ m(X_{i-1}, \theta_n) - m(X_{i-1}) - \hat{m}^T(X_{i-1}) (\theta_n - \theta_0) \right] \times \psi(e_i) I(X_{i-1} \leq x)$$

$$= R_{n1}(x) + R_{n2}(x) + R_{n3}(x) n^{1/2}(\theta_n - \theta_0) \text{ say.}$$

The term $R_{n3}(x)$ is equal to

$$n^{-1} \sum_{i=1}^{n} \hat{m}^T(X_{i-1}) \psi(e_i) I(X_{i-1} \leq x).$$

By an application of (4.1) we readily obtain that

$$\sup_{x \in \mathbb{R}} \| R_{n3}(x) - M^T(x, \theta_0) \| = o_P(1).$$

Due to (A1), it thus remains to show that $R_{n1}$ and $R_{n2}$ tend to zero in probability uniformly in $x$. The assertion for $R_{n1}$ follows immediately from Lemma 4.1, because it is uniformly bounded by the $L_p$ with $r \equiv 1$. As to $R_{n2}$, recall the event $B_n$ from the proof of Lemma 4.1 and note that on $B_n$,

$$\sup_{x} |R_{n2}(x)| \leq an^{-1} \sum_{i=1}^{n} |\psi(e_i)| = O(\alpha) \text{ a.s.,}$$

by the ET. Since $\alpha > 0$ is arbitrarily chosen, this completes the proof of part (a).

As to the proof of part (b), put

$$d_{n,i}(t) := m(X_{i-1}, \theta_0 + n^{-1/2} t) - m(X_{i-1}, \theta_0);$$

$$\gamma_{n,i} := n^{-1/2} (2\alpha + \delta \| m(X_{i-1}, \theta_0) \|), \quad \alpha > 0, \ \delta > 0;$$

$$\mu_n(X_{i-1}, t, a) := \mathbb{E} [\psi(e_i - d_{n,i}(t) + a \gamma_{n,i}) | X_{i-1}], \quad 1 \leq i \leq n, \ t \in \mathbb{R}^q.$$ 

Define, for $\alpha, x \in \mathbb{R}$ and $t \in \mathbb{R}^q$,

$$D_n(x, t, a) := n^{-1/2} \sum_{i=1}^{n} \left[ \psi(e_i - d_{n,i}(t) + a \gamma_{n,i}) \right.$$ 

$$- \mu_n(X_{i-1}, t, a) - \psi(e_i)] I(X_{i-1} \leq x).$$

Write $D_n(x, t)$ and $\mu_n(X_{i-1}, t)$ for $D_n(x, t, 0)$ and $\mu_n(X_{i-1}, t, 0)$, respectively.
Note that the summands in $D_n(x, t, a)$ form mean zero bounded martingale differences, for each $x$, $t$ and $a$. Thus

\[
\Var(D_n(x, t, a)) \leq \mathbb{E}[\psi(e_1 - d_{n,1}(t) + a \gamma_{n,1}) - \mu_n(X_0, t, a) - \psi(e_1)]^2 \\
\leq \mathbb{E}[\psi(e_1 - d_{n,1}(t) + a \gamma_{n,1}) - \psi(e_1)]^2 \to 0,
\]

by assumption (A2) and ($\Psi_2$). Upon an application of Lemma 3.2 with $Z_{n,i} = \psi(e_i - d_{n,i}(t) + a \gamma_{n,i}) - \mu_n(X_{i-1}, t, a) - \psi(e_i)$ we readily obtain that

\[(4.4) \quad \sup_{x \in \mathbb{R}} |D_n(x, t, a)| = o_p(1) \quad \forall \ a \in \mathbb{R}, \ t \in \mathbb{R}^q.\]

The assumption (C) of Lemma 3.2 with these $\{Z_{n,i}\}$ and $\tau^2 \equiv 0$ is implied by ($\Psi_2$) while (2.4) implies (3.8) here.

Let $\mathcal{A}_b := \{t \in \mathbb{R}^q; \|t\| \leq b\}, \ 0 < b < \infty$. We need to prove that for every $b < \infty$,

\[(4.5) \quad \sup_{x \in \mathbb{R}, t \in \mathcal{A}_b} |D_n(x, t)| = o_p(1).\]

To that effect, let $C_n := \{\sup_{t \in \mathcal{A}_b} |d_{n,i}(t)| \leq n^{-1/2}(a + b\|\bar{m}(X_{i-1})\|), \ 1 \leq i \leq n\}$, and for an $s \in \mathcal{A}_b$, let

\[A_n := \left\{ \sup_{t \in \mathcal{A}_b, \|t-s\| \leq \delta} |d_{n,i}(t) - d_{n,i}(s)| \leq \gamma_{n,i}, \ 1 \leq i \leq n \right\} \cap C_n.\]

By assumption (A2), there is an $N < \infty$, depending only on $\alpha$, such that \forall $b < \infty$ and $\forall \ s \in \mathcal{A}_b$,

\[(4.6) \quad \mathbb{P}(A_n) > 1 - \alpha \quad \forall \ n > N.\]

Now, by the monotonicity of $\psi$ one obtains that on $A_n$, for each fixed $s \in \mathcal{A}_b$ and $t \in \mathcal{A}_b$ with $\|t-s\| \leq \delta$,

\[|D_n(x, t)| \leq |D_n(x, s, 1)| + |D_n(x, s, -1)| \]

\[+ n^{-1/2} \sum_{i=1}^{n} [\mu_n(X_{i-1}, s, 1) - \mu_n(X_{i-1}, s, -1)] I(X_{i-1} \leq x).\]

By (4.4), the first two terms converge to zero uniformly in $x$, in probability, while the last term is bounded above by

\[n^{-1/2} \sum_{i=1}^{n} \int_{-\infty}^{\infty} |F_{X_{i-1}}(y + d_{n,i}(s) + \gamma_{n,i}) - F_{X_{i-1}}(y + d_{n,i}(s) - \gamma_{n,i})| \psi(dy).\]

Observe that for every $s \in \mathcal{A}_b$, on $A_n$, $|d_{n,i}(s)| + \gamma_{n,i} \leq a_n$, for all $1 \leq i \leq n$, where $a_n := \max_{1 \leq i \leq n} n^{-1/2}[3\alpha + (b + \delta)\|\bar{m}(X_{i-1})\|]$. By ($\Psi_2$), the above bound in turn is bounded from above by

\[(4.7) \quad n^{-1/2} \sum_{i=1}^{n} \gamma_{n,i} \left[ \sup_{y \in \mathbb{R}, |x-y| \leq a_n} |f_{X_{i-1}}(y) - f_{X_{i-1}}(z)| + 2 \int_{-\infty}^{\infty} f_{X_{i-1}}(y) \psi(dy) \right].\]
Now, by the ET, (2.6) and (F),

\[ n^{-1/2} \sum_{i=1}^{n} \gamma_{n,i} = n^{-1} \sum_{i=1}^{n} (2\alpha + \delta \| \hat{m}(X_{i-1}, \theta_0) \|) = O_p(1) \]

and

\[ n^{-1/2} \sum_{i=1}^{n} \gamma_{n,i} \int_{-\infty}^{\infty} f_{X_{i-1}}(y) \psi(dy) \]

\[ \to 2\alpha \int_{-\infty}^{\infty} \mathbb{E} f_{X_0}(y) \psi(dy) + \delta \int_{-\infty}^{\infty} \mathbb{E} \| \hat{m}(X_0) \| f_{X_0}(y) \psi(dy). \]

Observe that, by (2.6), the functions \( q_j(y) := \mathbb{E} \| \hat{m}(X_0) \| f_{X_j}(y), \ j = 0, 1, \)

are Lebesgue integrable on \( \mathbb{R} \). By (F), they are also uniformly continuous and hence bounded on \( \mathbb{R} \) so that \( \int_{-\infty}^{\infty} q_j(y) \psi(dy) < \infty \) for \( j = 0, 1 \). We thus obtain that the bound in (4.7) converges in probability to

\[ 4\alpha \int_{-\infty}^{\infty} q_0(y) \psi(dy) + 2\delta \int_{-\infty}^{\infty} q_1(y) \psi(dy), \]

which can be made less than \( \delta \) by the choice of \( \alpha \). This together with (4.4) applied with \( \alpha = 0 \) and the compactness of \( \mathcal{J}_b \) proves (4.5).

Next, by (1.1) and Fubini’s theorem, we have

\[ n^{-1/2} \sum_{i=1}^{n} \mu_n(X_{i-1}, t) I(X_{i-1} \leq x) \]

\[ = n^{-1/2} \sum_{i=1}^{n} \left[ \mu_n(X_{i-1}, t) - \mu_n(X_{i-1}, 0) \right] I(X_{i-1} \leq x) \]

\[ = -n^{-1/2} \sum_{i=1}^{n} I(X_{i-1} \leq x) \int_{-\infty}^{\infty} \left[ F_{X_{i-1}}(y + d_{n,i}(t)) - F_{X_{i-1}}(y) \right] \psi(dy) \]

\[ = -n^{-1} \sum_{i=1}^{n} \hat{m}^T(X_{i-1}, \theta_0) t I(X_{i-1} \leq x) \int_{-\infty}^{\infty} f_{X_{i-1}}(y) \psi(dy) + o_p(1) \]

\[ = -\mathbb{E} \hat{m}^T(X_0, \theta_0) I(X_0 \leq x) \int_{-\infty}^{\infty} f_{X_0}(y) \psi(dy) t + o_p(1), \]

uniformly in \( x \in \mathbb{R} \) and \( t \in \mathcal{J}_b \). In the above, the last equality follows from (4.1) while the one before that follows from the assumptions (A2), (V_2) and (F). This together with (4.5), (4.6) and the assumption (A1) proves (2.7) and hence the part (b) of Theorem 2.2. □

**Proof of Theorem 2.3.** Details will be given for part (a) only, being similar to part (b). We shall first prove (2.12). From the definitions of \( T \), we obtain that

\[ TV_{n, \phi}^1(x) = V_{n, \phi}^1(x) - \int_{-\infty}^{x} \hat{m}^T(y) A^{-1}(y) \left( \int_{y}^{\infty} \hat{m}(t) V_{n, \phi}(dt) \right) G(dy), \]
(4.9) \[ TV_{n, \phi}(x) = V_{n, \phi}(x) - \int_{-\infty}^{x} \dot{m}^{T}(y) A^{-1}(y) \left[ \int_{y}^{\infty} \dot{m}(t) V_{n}(dt) \right] G(dy). \]

As before, set \( \Delta_n := n^{1/2}(\theta_n - \theta_0) \). From (2.7) we obtain, uniformly in \( x \in \mathbb{R} \),
\[ V^1_{n, \phi}(x) = V_{n, \phi}(x) - \gamma v^{T}(x) \Delta_n + o_{p}(1). \]
Recall \( \epsilon_{n, i} := X_i - m(X_{i-1}, \theta_n), \ 1 \leq i \leq n \). Then the two integrals in (4.8) and (4.9) differ by
\[ \int_{-\infty}^{x} \dot{m}^{T}(y) A^{-1}(y) D_n(y) G(dy), \]
where
\[ D_n(y) := n^{-1/2} \sum_{i=1}^{n} \dot{m}(X_{i-1}) [\psi(\epsilon_i) - \psi(\epsilon_{n, i}) - (\epsilon_i - \epsilon_{n, i}) \dot{\psi}(\epsilon_i)] I(X_{i-1} \geq y). \]
This process is similar to the process \( R_n \) as studied in the proof of Theorem 2.2(a). Decompose \( D_n \) as
\[ D_n(y) = n^{-1/2} \sum_{i=1}^{n} \dot{m}(X_{i-1}) [\psi(\epsilon_i) - \psi(\epsilon_{n, i}) - (\epsilon_i - \epsilon_{n, i}) \dot{\psi}(\epsilon_i)] I(X_{i-1} \geq y) \]
\[ + n^{-1/2} \sum_{i=1}^{n} \dot{m}(X_{i-1}) [m(X_{i-1}, \theta_n) - m(X_{i-1})] \]
\[ - \dot{m}^{T}(X_{i-1}) (\theta_n - \theta_0) \dot{\psi}(\epsilon_i) I(X_{i-1} \geq y) \]
\[ + n^{-1/2} \sum_{i=1}^{n} \dot{m}(X_{i-1}) \dot{m}^{T}(X_{i-1}) \dot{\psi}(\epsilon_i) I(X_{i-1} \geq y) (\theta_n - \theta_0) \]
\[ = D_{n1}(y) + D_{n2}(y) + D_{n3}(y) \Delta_n \quad \text{say}. \]
Apply Lemma 4.1, with \( r = \dot{m} \) and the triangle inequality to readily obtain
\[ \sup_{y \in \mathbb{R}} \| D_{n1}(y) \| = o_{p}(1). \]
This fact together with (2.17) yields
\[ \sup_{x \leq x_0} \left| \int_{-\infty}^{x} \dot{m}^{T}(y) A^{-1}(y) D_{n1}(y) G(dy) \right| = o_{p}(1). \]
Recall \( B_n \) from the proof of Lemma 4.1. Then, on \( B_n \),
\[ \sup_{y \in \mathbb{R}} \| D_{n2}(y) \| \leq \alpha n^{-1} \sum_{i=1}^{n} \| \dot{m}(X_{i-1}) \| \| \dot{\psi}(\epsilon_i) \| = O(\alpha) \quad \text{a.s.}, \]
by the ET. Arbitrariness of $\alpha$ and (2.17) yield
\begin{equation}
(4.14) \quad \sup_{x \leq x_0} \left| \int_{-\infty}^{x} \hat{m}^T(y) A^{-1}(y) D_{\eta_2}(y) G(dy) \right| = o_p(1).
\end{equation}

Now consider the third term. We have
\begin{equation*}
D_{\eta_3}(y) = n^{-1} \sum_{i=1}^{n} \hat{m}(X_{i-1}) \hat{m}^T(X_{i-1}) \psi(e_i) I(X_{i-1} \geq y).
\end{equation*}

An application of (4.1) together with (2.8) yields that $\sup_{y \in \mathbb{R}} \|D_{\eta_3}(y) - \gamma A(y)\| \to 0$, a.s. This together with the fact $\|\Delta_n\| = O_p(1)$ entails that
\begin{equation}
(4.15) \quad \sup_{x \leq x_0} \left| \int_{-\infty}^{x} \hat{m}^T(y) A^{-1}(y) D_{\eta_3}(y) G(dy) - \gamma \nu^T(x) \right| \Delta_n = o_p(1).
\end{equation}

The proof of the claim (2.12) is complete upon combining (4.12)–(4.15) with (4.8)–(4.10).

Next, we turn to the proof of (2.13). In view of (2.12), it suffices to prove $TV_{n, \phi} \Rightarrow TV_{\phi}$. To this effect, note that for each real $x$, $TV_{n, \phi}(x)$ is a mean zero square integrable martingale. The convergence of the finite-dimensional distributions thus follows from the martingale CLT.

To verify the tightness, because $V_{n, \phi}$ is tight and has a continuous limit by Theorem 2.1, it suffices to prove the same for the second term in (4.9). To that effect, let
\begin{equation*}
L(x) := \int_{-\infty}^{x} \|\hat{m}^T A^{-1}\| dG, \quad x \leq x_0.
\end{equation*}

Note that $L$ is nondecreasing, continuous and $L(x_0) < \infty$ [see (2.17)]. Now, rewrite the relevant term as
\begin{equation*}
K_n(x) := n^{-1/2} \sum_{i=1}^{n} \psi(e_i) \int_{-\infty}^{x} \hat{m}^T(y) A^{-1}(y) \hat{m}(X_{i-1}) I(X_{i-1} \geq y) G(dy).
\end{equation*}

Because the summands are martingale differences and because of (2.8) with $\sigma_{\phi}^2 = 1$, we obtain, with the help of Fubini’s theorem, that for $x < y$,
\begin{equation*}
\mathbb{E}[K_n(y) - K_n(x)]^2 = \int_{x}^{y} \int_{x}^{y} \hat{m}^T(s) A^{-1}(s) A(s \vee t) A^{-1}(t) \hat{m}(t) G(dt) G(ds).
\end{equation*}

By (2.6), $\|A\| := \sup_x \|A(x)\| \leq \int_{-\infty}^{\infty} \|\hat{m}\|^2 dG < \infty$. We thus obtain that
\begin{equation*}
\mathbb{E}[K_n(y) - K_n(x)]^2 \leq \|A\| \int_{x}^{y} \|\hat{m}^T A^{-1}\|^2 dG = \|A\| \|L(y) - L(x)\|^2.
\end{equation*}

This then yields the tightness of the second term in (4.9) in a standard fashion and also completes the proof of Theorem 2.3(a). \hfill \Box

For the proof of Theorem 2.4 the following lemma will be crucial.
Lemma 4.2. Let \( \mathcal{U} \) be a relatively compact subset of \( D[-\infty, x_0] \). Let \( L, L_n \) be a sequence of random distribution functions on \( \mathbb{R} \) such that
\[
\sup_{t \leq x_0} |L_n(t) - L(t)| \to 0 \quad \text{a.s.}
\]
Then
\[
\sup_{t \leq x_0, a \in \mathcal{U}} \left| \int_{-\infty}^a \alpha(x)[L_n(dx) - L(dx)] \right| = o_p(1).
\]

This lemma is an extension of Lemma 3.1 of Chang (1990) to the dependent setup, where the strong law of large numbers is replaced by the ET. Its proof is similar and uses the fact that the uniform convergence over compact families of functions follows from the uniform convergence over intervals.

In the following proofs, the above lemma is used with \( L_n \equiv G_n \) and \( L \equiv G \) and more generally, with \( L_n \) and \( L \) given by the relations \( dL_n \equiv h dG_n \), \( dL \equiv h dG \), where \( h \) is an \( G \)-integrable function. As to the choice of \( \mathcal{U} \), let \( \{\alpha_n\} \) be a sequence of stochastic processes which are uniformly tight; that is, for a given \( \delta > 0 \) there exists a compact set \( \mathcal{U} \) such that \( \alpha_n \in \mathcal{U} \) with probability at least \( 1 - \delta \). Apply Lemma 4.2 with this \( \mathcal{U} \) and observe that \( \alpha_n \notin \mathcal{U} \), with small probability to finally get uniformly in \( t \),
\[
\left| \int_{-\infty}^t \alpha_n(x)[L_n(dx) - L(dx)] \right| = o_p(1).
\]

As will be seen below, these types of integrals appear in the expansion of \( T_n V_{n, \psi}^1 \).

Proof of Theorem 2.4. Again, the details below are given for part (a) only, and for convenience we do not exhibit \( \theta_0 \) in \( m, \tilde{m}, K_1 \) and \( \tilde{m} \). First, note that the stationarity of the process and (2.6) imply that \( n^{-1/2} \max_i \|\tilde{m}(X_{i-1})\| = o_p(1) \). Recall \( \Delta_n = n^{1/2}(\theta_n - \theta_0) \). Then by (2.14) and the ET, on an event with probability tending to one and for a given \( \varepsilon > 0 \),
\[
n^{-1} \sum_{i=1}^n \|\tilde{m}(X_{i-1})\| \|\tilde{m}(X_{i-1}, \theta_n) - \tilde{m}(X_{i-1})\| \\
\leq n^{-1/2} \max_i \|\tilde{m}(X_{i-1})\| \|\Delta_n\| \\
\times \left\{ \varepsilon n^{-1} \sum_{i=1}^n K_1(X_{i-1}) + n^{-1} \sum_{i=1}^n \|\tilde{m}(X_{i-1})\| \right\} \\
= o_p(1).
\]

Similarly, one obtains
\[
n^{-1} \sum_{i=1}^n \|\tilde{m}(X_{i-1}, \theta_n) - \tilde{m}(X_{i-1})\|^2 = o_p(1).
\]
These bounds in turn, together with (4.1), imply that
\[
\sup_{y \in \mathbb{R}} \| A_n(y) - A(y) \| \leq 2n^{-1} \sum_{i=1}^{n} \| \dot{m}(X_{i-1}) \| \| m(X_{i-1}, \theta_n) - \dot{m}(X_{i-1}) \|
\]
\[
+ n^{-1} \sum_{i=1}^{n} \| m(X_{i-1}, \theta_n) - \dot{m}(X_{i-1}) \|^2
\]
\[
+ \sup_{y \in \mathbb{R}} n^{-1} \sum_{i=1}^{n} \dot{m}(X_{i-1}) \dot{m}^T(X_{i-1}) I(X_{i-1} \geq y) - A(y)
\]
\[
= o_p(1).
\]
Consequently, we have
\[
(4.16) \quad \sup_{y \leq x_0} \| A_n^{-1}(y) - A^{-1}(y) \| = o_p(1).
\]

Next, we shall prove (2.15). For the sake of brevity, write \( V_n^1, V_n \) for \( V_n^1, \psi \), \( V_n, \phi \), respectively. Let
\[
U_n^1(y) := \int_{y}^{\infty} \dot{m}(t, \theta_n) V_n^1(dt), \quad U_n(y) := \int_{y}^{\infty} \dot{m}(t) V_n(dt).
\]
Then we have
\[
T_n V_n^1(x) = V_n^1(x) - \int_{-\infty}^{x} m^T(y, \theta_n) A_n^{-1}(y) U_n^1(y) G_n(dy),
\]
so that from (4.9) and (4.10) we obtain, uniformly in \( x \in \mathbb{R} \),
\[
T_n V_n^1(x) - TV_n(x) := -\gamma \nu^T(x) \Delta_n + o_p(1)
\]
\[
+ \int_{-\infty}^{x} m^T(y) A_n^{-1}(y) U_n(y) G(dy)
\]
\[
- \int_{-\infty}^{x} m^T(y, \theta_n) A_n^{-1}(y) U_n^1(y) G_n(dy)
\]
\[
= -\gamma \nu^T(x) \Delta_n + o_p(1) + B_{n1}(x) - B_{n2}(x) \quad \text{say.}
\]
We shall shortly show that
\[
(4.18) \quad \sup_{x \leq x_0} \| U_n^1(x) - U_n(x) + \gamma A(x) \Delta_n \| = o_p(1).
\]

Apply Lemma 3.1 \( k \) times, \( j \)th time with \( Z_{n,i} \equiv \dot{m}_j(X_{i-1}) \psi(e_i) \), where \( \dot{m}_j \)

is the \( j \)th component of \( \dot{m} \), \( 1 \leq j \leq k \). Then under the assumed conditions it follows that \( U_n \) is tight. Using (4.16), (4.18), Lemma 4.2 and the assumptions (2.14), we obtain
\[
B_{n2}(x) = \int_{-\infty}^{x} m^T A^{-1} U_n dG_n - \gamma \int_{-\infty}^{x} m^T dG \Delta_n + o_p(1),
\]
\[
= \int_{-\infty}^{x} m^T A^{-1} U_n dG - \gamma \nu^T(x) \Delta_n + o_p(1),
\]
uniformly in \( x \leq x_0 \), which in turn together with (4.17) implies (2.15).
We shall now prove (4.18). Some of the arguments are similar to the proof of Lemma 2.1. Again for the sake of brevity, write $m_i(t)$, $\tilde{m}_i(t)$ for $m(X_{i-1}, t)$, $\tilde{m}(X_{i-1}, t)$, respectively, with the convention that the dependence on the true $\theta_0$ will not be exhibited. Also recall the definition of $\varepsilon_{n,i}$ from the proof of Lemma 2.1. Now, decompose $U^1_n$ as follows:

$$U^1_n(y) = n^{-1/2} \sum_{i=1}^{n} \tilde{m}_i(\theta_n) \psi(\varepsilon_{n,i}) I(X_{i-1} \geq y)$$

$$= n^{-1/2} \sum_{i=1}^{n} \tilde{m}_i(\theta_n) \{ \psi(\varepsilon_{n,i}) - \psi(\varepsilon_i) - (\varepsilon_{n,i} - \varepsilon_i) \psi'(\varepsilon_i) \} I(X_{i-1} \geq y)$$

$$+ n^{-1/2} \sum_{i=1}^{n} \tilde{m}_i(\theta_n) \{ m_i - \tilde{m}_i(\theta_0) - \tilde{m}_i^T (\theta_0 - \theta_n) \} \psi(\varepsilon_i) I(X_{i-1} \geq y)$$

$$- n^{-1} \sum_{i=1}^{n} \tilde{m}_i(\theta_n) \tilde{m}_i^T \psi(\varepsilon_i) I(X_{i-1} \geq y) \Delta_n$$

$$+ n^{-1/2} \sum_{i=1}^{n} \tilde{m}_i(\theta_n) \psi(\varepsilon_i) I(X_{i-1} \geq y)$$

$$= - T_{n1}(y) - T_{n2}(y) - T_{n3}(y) \Delta_n + T_{n4}(y) \quad \text{say.}$$

Observe that $T_{n1}$, $T_{n2}$ are, respectively, similar to $D_{n1}$, $D_{n2}$ in the proof of Lemma 2.1 except the weights $m_i$ are now replaced by $\tilde{m}_i(\theta_n)$. We shall first approximate $T_{n1}$ by $D_{n1}$. We obtain, for a given $\varepsilon > 0$,

$$\sup_{y \in \mathbb{R}} \| T_{n1}(y) - D_{n1}(y) \| \leq n^{-1} \sum_{i=1}^{n} \left[ \| \tilde{m}(X_{i-1}) \| + \varepsilon K_1(X_{i-1}) \right] \| \Delta_n \|

\times \int_{-h(X_{i-1})/n^{1/2}}^{h(X_{i-1})/n^{1/2}} |\psi(\varepsilon_i - s) - \psi(\varepsilon_i)| ds

= o_p(1).$$

A similar, but simpler, argument using the assumption (A2) shows that $\sup_{y \in \mathbb{R}} \| T_{n2}(y) - D_{n2}(y) \| = o_p(1)$. Since $D_{n1}$ and $D_{n2}$ tend to zero uniformly in $y$, we conclude that

$$\sup_{y \in \mathbb{R}} \{ \| T_{n1}(y) \| + \| T_{n2}(y) \| \} = o_p(1).$$

Again, using (2.14) and (4.1) we obtain

$$T_{n3}(y) = n^{-1} \sum_{i=1}^{n} \tilde{m}_i \tilde{m}_i^T \psi(\varepsilon_i) I(X_{i-1} \geq y) + o_p(1) = \gamma A(y) + o_p(1),$$

uniformly in $y \in \mathbb{R}$. We now turn to $T_{n4}$. We shall prove

$$\sup_{y \in \mathbb{R}} \left\| T_{n4}(y) - n^{-1} \sum_{i=1}^{n} \tilde{m}_i \psi(\varepsilon_i) I(X_{i-1} \geq y) \right\| = o_p(1).$$
To that effect let
\[ g_{ni} := \bar{m}_i(\theta_n) - \bar{m}_i(\theta_0) - \bar{m}_i(\theta_n) - \bar{m}_i(\theta_0) (\theta_n - \theta_0) \]
and
\[ \Gamma_n(y) := n^{-1/2} \sum_{i=1}^{n} g_{ni} \psi(\epsilon_i) I(X_{i-1} \geq y). \]

Clearly, by (2.14), on a large set,
\[ \sup_{y \in \mathbb{R}} ||\Gamma_n(y)|| \leq C \epsilon n^{-1} \sum_{i=1}^{n} K_1(X_{i-1}) |\psi(\epsilon_i)| = O_P(\epsilon). \]

But, because of (1.1) and (4.1),
\[ \sup_{y \in \mathbb{R}} ||n^{-1} \sum_{i=1}^{n} \bar{m}_i(\theta_0) \psi(\epsilon_i) I(X_{i-1} \geq y)|| = o_P(1). \]

The claim (4.19) thus follows from these facts and the assumption that \( \Delta_n = O_P(1) \), in a routine fashion. This also completes the proof of (4.18) and hence that of the theorem.

\[ \square \]
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