STT 315 Fall ’06.

Additional preparation for week of Wednesday, September 6, 2006

NOTICE:  Your point total for BOTH weeks’ one and two assignments combined will be 140% of the largest of the two scores plus 60% of the smaller of the two scores.  This is your chance to catch up if you did not do well on week one!

1.  Assume P(A) = 0.8, P(B) = 0.4, and A is independent of B.

      a.  Give the complete Venn diagram for this information.

         P(AB)   = 0.8  0.4  = 0.32

         P(ABc)  = 0.8  0.6  = 0.48

         P(AcB)  = 0.2  0.4  = 0.08

         P(AcBc) = 0.2  0.6  = 0.12         total of which is 1

Sketch a loop labeled S (sample space) and within it two smaller loops which overlap, labeled A and B respectively.  This defines the four regions above.  Label these four regions with their appropriate names (e.g. AB) and their probabilities (e.g. 0.32).

      b.  Give the complete tree diagram for this information.

FOR INDEPENDENT EVENTS A, B CONDITIONAL PROBABILITIES DON’T DEPEND UPON THE CONDITIONING, E.G. P(B | A) = P(B), SO THE SECOND TIER BRANCHES OF THE TREE DIAGRAM HAVE JUST P(B) OR P(BC).

                                 0.4 B        0.32  AB

         0.8              

         A                     0.6 Bc       0.48  ABc
                                                                               (draw-in the lines of the tree)

                                 0.4 B       0.08  AcB

         0.2

         AC
                                 0.6 Bc      0.12  AcBc     total of which is 1

2.  Assume P(A) = 0.8, P(B) = 0.4, and P(B | A) = 0.3.

      a.  Give the complete Venn diagram for this information.

         P(AB) = 0.8  0.3  = 0.24

         P(ABc) = P(A) – P(AB) = 0.8 – 0.24 = 0.56

         P(AcB) = P(B) – P(AB) = 0.4 – 0.24 = 0.16

         P(AcBc) =  1 – 0.24 – 0.56 – 0.16 = 0.04        (total must equal 1)

      b.  Give the complete tree diagram for this information.

                                 0.3 B                 0.24       P(B | A) = 0.3 is given

         0.8              

         A                     0.7 Bc                0.56       P(Bc | A) = 1 – 0.3 = 0.7

                                                                           (draw-in the lines of the tree)

                                0.16/0.2 B         0.16       since P(B | Ac) = P(AcB)/P(Ac)

         0.2

         AC
                               0.04/0.2 Bc         0.04       since P(Bc | Ac) = P(AcBc)/P(Ac)

      c.  From (a) or (b) determine P(A | B).   (THIS IS BAYES’ CALCULATION)

      P(A | B) = P(AB)/P(B) = 0.24 / 0.4 = 0.6 (differs from P(A) = 0.8)

3.  Given the information that 

            P(AB)  = 0.1, P(ABc)  = 0.3 (so P(A) = 0.1 + 0.3 = 0.4)

            P(AcB) = 0.2, P(AcBc) = 0.4.

   a.  Make a complete Venn diagram for this information.

         JUST PLACE THE ABOVE IN THE FOUR REGIONS OF VENN’S OVALS.

   b.  Make a complete tree diagram for this information.

                                 1/4   B           0.1               P(B | A) = P(AB) / P(A) = 0.1 / 0.4 = 1/4

         0.4              

         A                      3/4  Bc          0.3               P(Bc | A) = 1 – 1/4 = 3/4

                                                                                       (draw-in the lines of the tree)

                                   1/3 B          0.2               P(B | Ac) = P(AcB)/P(Ac) = 0.2 / 0.6 = 1/3

         0.6

         AC
                                   2/3 Bc         0.4               P(Bc | Ac) = P(AcBc)/P(Ac) = 1 – 1/3 = 2/3

4.  A letter will be selected from the alphabet according to classical equal likely probability.

   a.  P(letter is a vowel) = P(a, e, i, o, or u) = 5/26.

   b.  P(letter is a vowel    |     letter is after “m” in the alphabet) 

        = P(o or u | after m) = 2 / 13.

5.  Given that P(B | A) = 0.6, P(A) = 0.7, and P(B) = 0.2.  Determine P(A | B).

          Proceeding formally,    P(A | B) = P(AB) / P(B) 

                                                             = P(A) P(B | A) / P(B)

                                                             = 0.7  0.6 / 0.2 > 1

Therefore the given information conceals a contradiction (is impossible).

6.   What is the underlying cause of the “false positive paradox?”

           Even an accurate test (i.e. one whose rates of false positives and false negatives are both low) can be overwhelmed by applying it to a pool of subjects that are overwhelmingly negative (e.g. free of disease).  

7.  A number of experts settle on the following:

         P(medium term demand is rising) = 0.6, 

         P(March orders will be up  |  medium term demand is rising) = 0.8

         P(March orders will be up  |  medium term demand not rising) = 0.4

If we find that March orders rise, what probability shall we then quote for a rise in medium term demand?

8.  Here is the probability distribution of X = R – G where R and G refer to the numbers thrown by red and green dice.  It has been obtained by listing all 36 possibilities for the two dice and finding each possible value x (of X) and its probability p(x).  The distribution is the list of all x and p(x).   

       x           p(x)                                      R \ G     1   2    3    4   5    6 

       -5         1/36                                        1            0 -1   -2  -3  -4  -5

       -4          2/36                                       2            1   0  –1  -2  -3 - 4

       -3          3/36                                       3            2  1    0  -1   -2  -3

       -2          4/36                                       4            3   2   1    0  -1   -2

       -1          5/36                                       5            4   3   2    1   0   -1

        0          6/36                                       6            5   4   3    2   1    0

        1          5/36   

        2          4/36   

        3          3/36   

        4          2/36   

        5          1/36        

Plot the distribution where the horizontal axis is x (i.e. place a vertical bar of height p(x) at each of the values x = -5, -4, ... , 4, 5).  

9.  Refer to (8).  

   a.  Calculate E R = E G = 3.5 (i.e. E R = 1(1/6) + ... + 6(1/6) = 3.5).  Confirm E X = 0 using the additivity of expectation E.

           E X = E(R – G) = E R – E G = 3.5 – 3.5 = 0.

   b.  Determine E X from your distribution in (8).  E X = (sum of x p(x))  =

              (-5) (1/36) + .......+ (5) (1/36) = 0.

   c.  Determine E( 2R + 7 G) using additivity of E.

           E (2R + 7 G) = 2 E R + 7 E G = 2 (3.5) + 7 (3.5) 

   d.  Determine E(R – 2) using additivity of E.

           Think of “-2” as a random variable that is constant.

            E(R – 2) = E R + E (-2) = 3.5 – 2 = 1.5

10.  Given the distribution

      y    p(y)     y p(y)   y2 p(y)    (y – E Y)2 p(y)

      4    0.2       0.8          3.2        (4 – 7)2 (0.8) = 1.8 

      6    0.1       0.6          3.6                                  0.1

      8    0.7       5.6        44.8                                  0.7

           ____________________________________________________

totals   1.0       7.0        51.6                                   2.6

   a.  Determine E Y.

            E Y = sum of y p(y) = 7 

   b.  Determine Variance Y = E(Y – E Y)2
           Variance of Y = sum of (y – E Y)2 p(y) = 2.6

   c.  Determine Variance Y = E (Y2) – (E Y)2 (which must agree with (b)).

          Variance of Y = (also) E Y2 – (E Y)2 = 51.6 – 72 = 2.6

  d.  Determine the standard deviation SD of Y = root of (Variance Y) from (c) or (b).

           SD of Y = root(2.6)

11.  A business venture has random return X with E X = 12,000 and Variance X = 8,100.

   a.  Determine E (X – 12000).

            E(X – 12000) = E X – 12000 = 12000 – 12000 = 0

   b.  Determine standard deviation of X.

            SD X = root(8100) = 90

   c.  Determine the standard deviation of X / 900.

           SD (X / 900) = (SD X ) / | 900 | = 90 / 900 = 1/10

12.  Random variables X, Y are INDEPENDENT with E X = 2 and E Y = 5.

   a.  Determine E (X + Y) (does not require independence).

           E(X + Y) = E X + E Y = 2 + 5 = 7

   b.  Determine E (X Y) (requires independence).

           for INDEPENDENT r.v. E (XY) = (E X) (E Y) = 2 (3) = 6

   c.  If Variance X = 41 and Variance Y = 69 determine Variance (X + Y) (requires independence).

           for INDEPENDENT r.v. 

          Variance(X + Y) = Variance X + Variance Y = 41 + 69

           Sometimes this holds for non-independent r.v. also, in which case they are called UNCORRELATED.  But it always holds for independent r.v.               

13.  IQ has a bell distribution with mean 100 and standard deviation 15.  Sketch this distribution and identify 68% and 95% intervals.

        sketch a bell with mean 100 and sd 15

        the interval from IQ 100-15 to 100 +15 is a 68% interval

        the interval from 100-(2)15 to 100 + (2)15 is a 95% interval

        (the last two are approximations of the more accurate 95% interval 100 +/- 1.96 15)

14.  The Poisson distribution will be studied later in the course.  It often applies to the number X of occurrences of rare events.  an interesting feature of the Poisson distribution is that its standard deviation is the square root of its mean.  Furthermore, although it is a discrete distribution, the Poisson is rather well approximated by the normal provided the mean is around 3 or more.  

The number X of auto accidents in a particular period is thought to be Poisson distributed with expectation 25.6.  Sketch the approximate bell distribution for X and identify a 34% interval.

        The Poisson law of rare events applies so the standard deviation = root(25.6).

        Sketch a bell with mean 25.6 and SD = root(25.6).

        The interval 25.6 to 25.6 + root(25.6) is an example of a 34% interval.

                          (interval [mean, mean + sd] is 34% of normal)

15.  The probability of OIL is 0.15.  The probability of obtaining a positive test result if oil is present is 0.96.  The probability of a positive test result if oil is not present is 0.2 (false positive).

    a.  Express the above in proper notation.      

         P(OIL) = 0.15

         P(+ | OIL) = 0.96

         P(+ | OIL) = 0.2 (false negative)

   b.  Give a complete tree diagram for the given information.

                                   +    0.96                   P(OIL+) = P(OIL) P(+ | OIL) = 0.15  0.96

         0.15              

         OIL                    -    0.04                   P(OIL-) = P(OIL) P(- | OIL) = 0.15  0.04

                                                                                       (draw-in the lines of the tree)

                                   +   0.2                     P(OILC +) = P(OILC) P(+ | OILC) = 0.85  0.2

         0.85

         OILC
                                   -    0.8                     P(OILC -) = P(OILC) P(- | OILC) = 0.85  0.8

   c.   Determine P(+).

           P(+) = P(OIL +) + P(OIL -)  (total probability)

                    = 0.15  0.96 + 0.85  0.2

  d.  The test has shown positive.  What is our revised probability that there is oil given this information?  That is, determine P(OIL | +) .

           P(OIL | +) = P(OIL+) / P(+) (definition of conditional probability = multiplication rule wtih P(+) moved to the “other side.”).

           P(OIL | +) = P(OIL+) / P(+) 

                             = 0.15  0.96 / (0.15 0.96 + 0.85 0.2)

                             = 0.4586

an increase from P(OIL) = 0.15 due to the positive test result seen.

16.  Refer to (15).   Suppose 

            The gross return if oil is present and we drill is 400. 

            The cost to drill is 50.

            The cost to test is 10.

For the policy “don’t pay to test, just drill” denote the net return by X.

     a.  Calculate E X (the expected net return from the policy “just drill.”)

            E X = 0.15 (net if oil is present) + 0.85 (net if oil is not present)

                   = 0.15 (-50 +400) + 0.85 (-50 + 0)

                   =10   

For the policy “test but only drill if the test is +” denote the net return by Y.

     b.  Calculate E Y (the expected net return from policy Y).  To do this we have to take account of all four eventualities OIL+, OIL-, OILC+, OILC-.

       E Y =   0.15  0.96 (-10 – 50 + 400) (test and drill costs exacted, oil return realized)

               + 0.15  0.04 (-10 – 0 + 0)  (no drill cost since test was negative)

               + 0.85  0.2  (-10 – 50 + 0) (no oil return since there is no oil)

               + 0.85  0.8  (-10 – 0 + 0)  (no drill cost and no oil return)

             =  31.9  (check these calculations!)

So the expected return from Y is greater than that from X.  Policy with returns Y suffers far less from misplaced drilling costs than does X and this is enough to offset the additional expense of testing (even though testing costs equal the entire expected return from the “just drill” policy).

