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You should lightly read chapter 1 and learn how to calculate the sample standard deviation “s” defined by expression 1-5 on page 37.  The square root of expression 1-7 of page 38 gives an mathematically equivalent formula for s.  Later in the course we will need “s” and its population counterpart “sigma” of expression 1-6, page 37.  Calculations using the formulas are susceptible to rounding errors forms 1-5, 1-7 are relatively immune to this.  The same cannot be said for the following mathematical equivalents

           s = root of [(n / (n-1)) (sample mean of squares – square of sample mean)]

   sigma = root of [population mean of squares – square of population mean]

which are much more sensitive to rounding errors, although easy to remember.

Our course begins with chapter 2.  You are asked to read that chapter in its entirety just as soon as you can.  Your assignment, due in Thursday recitation for credit, is posted at www.stt.msu.edu/~rdl.  

On the first day of class I will refer to the conventions of section 2-2, the rules of probability outlined in section 2-3, conditional probability introduced in section 2-4, statistical independence introduced in section 2-5, and total probability from section 2-7.  By Wednesday I’ll have covered all of chapter 2 including Venn and Tree Diagrams as well as Bayes’ Theorem.  

Students of STT 315 do particularly well with the probability part of the course.  This bodes well for the future since people are flocking to “Bayesian Statistics” and “Decision Analysis,” which are direct implementations of elementary probability, Bayes Formula, and modern computing.  Have a peek at Chapter 15. 

