STT 315

Prep for Exam 3

In YOUR recitation Thursday, March 2, 2006

Bring your MSU photo ID
This material will be gone over in the lectures of M 27 and W 29.  Get going on it just as soon as you can.  This PREP will NOT be submitted by you for any credit.

Overview of Exam 2:

*  Similar format to Exam 1.  

*  Perhaps different seating.

*  45 Min, closed book, no notes, or papers, cell phones,  

    calculators or computers.

*  Bring three pencils.

*  Do not remove pages or staples from your exam.

*  Do not be more than 5 min late (as with Exam 1).

*  Hand in exam promptly when asked to do so.

*  z and t tables will be on your exam sheet.

*  The formulas of Week 6 ADDITIONAL Slides and those

    from Week 7 (regression estimator and CI) will be given

    on Exam 2 with random arrangement and no comments.

*  A table of random digits in the format of Table 14 will

   be on Exam 2.  Know FPC and when to use it.

*  You must memorize formulas for covariance/correlation.  *  Be prepared to calculate by hand all things needed for

   the regression estimator and CI from a small data set. 

*  Be prepared to calculate by hand all things needed for 

   the regression estimator and CI from a large data set if

   you are given things like xyBAR, xBAR, etc.

1.  Calculate the indicated quantities from the data below.  ALWAYS use THESE column headers to indicate method.  We’ll think of this as sample data on three subjects whose (x,y) scores are {0,0}, {0,2}, {3, 4} respectively.

        x      y      x2      y2      xy

        0      0      0       0        0

        0      2      0       4        0

        3      4      9     16       12

tot    3      6      9     20       12   

avg  1      2      3    20/3       4

a.  xBAR  1

b.  yBAR  2

c.  xyBAR  4

d.  x2BAR  3

e.  y2BAR  20/3

f. covariance  xyBAR- xBAR yBAR = 4 – 2 = 2

g.  correlation rhoHAT  

       cov / (root(x2BAR – xBAR2) root(y2BAR – yBAR2))

       2 / (root(2) root(8/3)) = root(3) / 2

h.  Calculate sample sd sx .  brute from definition

          root(sum (x – xBAR)2 / (n – 1))

          root(  ((0 – 1)2 + (0 – 1)2 + (3 – 1)2) / 2 )

          root( 6 / 2 ) = root(3)

i.   Calculate root(x2BAR – (xBAR)2).  This differs from (h) in that sx incorporates divisor n – 1 = 3 – 1 (under the square root) whereas root(x2BAR – (xBAR)2) instead incorporates divisor n = 3 (under the square root).

        root(3 – 1) = root(2)

j.  Check that indeed 

        sx = root(n / (n-1)) root(x2BAR – (xBAR)2).

        root(3) = root(3/2) root(2)

k.  Calculate sample sd sy .

        root( ((0 – 2)2 + (2 – 2)2 + (4 – 2)2 ) / 2 )

        root(8 / 2) = 2

l.  Calculate root(y2BAR – (yBAR)2).  This differs from (k) in that sy has divisor n – 1 = 3 – 1 (under the square root) whereas root(y2BAR – (yBAR)2) has divisor n = 3 (under the square root).

        root(20 / 3 – 4) = root(8/3)

m.  Check that indeed 

        sy = root(n / (n-1)) root(y2BAR – (yBAR)2).

        2  = root(3 / 2) root(8 / 3)

n.  Plot the data {0,0}, {0,2}, {3, 4} in the x, y plane.
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o.  Locate the point (xBAR, yBAR) in your plot (n) and place a large plus sign there.  Draw a line having slope sy / sx through this point of averages.  That is, go over sx  and up sy.  This line is the SD LINE or NAIVE line.  On the average, this NAIVE line increases y by one SDy for every SDx increase in x.  
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Note:  The regression line is tilted more towards the horizontal than is the naive line.  This typifies the regression effect which asserts that for elliptical plots (the way 2-D normal plots appear) the plot of average y for each given x is the regression line.

Note:  The ratio sy / sx  is identical with

      root(y2BAR – (yBAR)2) / root(x2BAR – (xBAR)2).

Whether n, or n – 1, is used under the root makes no difference since it cancels from the ratio.
p.  The REGRESSION LINE also passes through the point (xBAR, yBAR) of plot (n).  But its slope rhoHAT (sy / sx) is smaller (less steep) than (sy / sx).

Plot the REGRESSION line in your picture (n).  See how much more perfectly it represents the three points.
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q.   Determine the 95% z-based CI for MUy interpreting the three sample y scores as having derived by WITH replacement sampling (although n = 3 is far too small to legitimize the z-based method). 

       yBAR +/- 1.96 sy / root(3)

           2     +/- 1.96  2 / root(3)

r.  Determine the 90% z-based CI for MUy interpreting the three sample y scores as having derived by WITHOUT replacement sampling (although n = 3 is far too small to legitimize the z-based method).  Assume N = 400.

       yBAR +/- 1.645 ( sy / root(3) ) root((N-n) / (N-1))

           2     +/- 1.645  ( 2 / root(3) ) root( (400-3) / (400-1) )

s.  Determine the 98% t-based CI for MUy interpreting the three sample y scores as samples from a NORMAL population (pure fiction since the data are all integers).

        yBAR +/- t  ( sy / root(3) )                         DF    

           2      +/-  6.965 ( 2 / root(3) )                    2     6.965

                                                                           CI      98%

t.  Determine the 95% z-based regression-based CI for MUy based on the sample of three (again, n = 3 is really far too small for legitimate application of the z-method).  Assume that MUx is known to be 1.2.  See that your CI is indeed narrower than (q).  

       regr est = yBAR + (MUx – xBAR) (sy / sx) rhoHAT
               =   2   +  (1.2 – 1) (2 / root(3)) (root(3) / 2)

                    =  2.2

The CI is then

       regr est +/- 1.96 (sy /root(n)) root(1- rhoHAT2)

           2.2    +/- 1.96 (2 / root(3)) root(1 – 3 / 4)

           2.2    +/- 1.96 / root(3)       

u.  Determine the 95% z-based CI for the difference MUd where d = y – x score.  Again, n = 3 is really too small.

         d-scores are 0, 2, 1 for which sd = root(2 / 3).

         dBAR +/- 1.96 sd / root(3). 

v.  Suppose that in fact the x and y scores were really TWO INDEPENDENT samples of three each.  Determine the 95% z-based CI for MUy – MUx (these sample sizes are really too small to support the z-method).

         yBAR – xBAR +/- 1.96 root(sd2 / 3 + sd2 / 3)

                 (2 – 1)       +/- 1.96 root( 4 / 3 + 3 / 3 )

2.  A random WITH replacement sample of n = 40 stores finds 28 that have adopted a new policy towards health care.   Give a 99% z-based CI for the population fraction p of stores that have adopted the new policy.

         pHAT = 28 / 40 = 0.7, qHAT = 1 - .7 = .3

         estimated population sd is root(.7  .3)

         estimated sd of pHAT is root(.7 .3) / root(40)

         pHAT +/- 2.57 root(pHAT qHAT) / root(n)

             .7     +/- 2.57 root(.7 .3) / root(40)          z    .07

                                                                          2.5    .495

3.  Two INDEPENDENT samples of stores are selected.  First we have the sample of 40 stores from Michigan in year 2000, of which 28 had adopted the new policy.  Then we have a sample of 60 stores from year 2006 of which 50 had adopted the new policy.  Give the 95% z-based CI for the difference pHAT2006 – pHAT2000.

      pHAT2006 = 50 / 60

      pHAT2006 – pHAT2000 

          +/- 1.96 root( .7 .3 / 40 + 50/60 10/60 / 60)

Probability stuff.

4.  A population of checks has p = 0.07 that are returned unpaid.  A WITH replacement sample of 300 checks will be taken.  Sketch the approximate distribution of pHAT, the sample proportion of checks returned.  Be sure to determine the mean and sd of this distribution and label your sketch accordingly.

      normal curve with mean n p = 300 0.07 = 21, 

      sd = root(n p q) = root(300 0.07 0.97) = 4.513

      label the mean and sd

      label the horizontal axis “total checks returned”

5.  A population of shipments has mean time 2.3 days with sd 0.7 days.  From this population a random WITH replacement sample of 100 shipments will be selected.  Sketch the approximate distribution of the sample mean shipment time xBAR.  Be sure to determine the mean and sd of this distribution and label your sketch accordingly.

        xBAR ~ normal with mean 2.3

                       sd = 0.7 / root(100) = 0.07

Note:  P(xBAR > 2.39) ~ P(Z > (2.39-2.3) / 0.07)

                                      = P(Z > 1.29) = .5 - .4015

