Preparation for Exam1            KEY

STT 315 Spring 2006

Exam date: 2-09-06

Location:  In your 315 recitation.

     [some earlier typos indicated by *]

Conditions:  45 min, closed book, no notes, calculators, papers, some few formulas on exam, any needed tables on exam, bring 3 pencils, hand graded, must indicate reasoning/method, points withdrawn for answers given without substantiation, cannot be admitted if late by more than 5 min, must stay for entire exam, assigned seating, no cell phones, 21 questions (you will be sure to find things you can do if you have been studying, but don't expect to do all 21).

Topics:  

Probability, classical enumeration of equally likely cases (dice, boxes of colored balls, Jan & Jill), addition, complements, multiplication, total probability, Bayes, tree diagrams, Venn diagram, contingency tables, cross-connections of the aforementioned.

Random variables, distributions of, expectations of, variances and sd of.  Two ways of calculating variance.  Linearity of expectation.  Independent r.v., expectation of their product, variance of their sum.

Probability models, normal, sketch of, use of standard normal table (Sec. 4-4, 4-5 of text), standard scores in, Bernoulli trial, independent Bernoulli trials, Binomial probability calculations, normal approximation of Binomial, Poisson approximation of Binomial for n large and p near zero, Poisson in its own right as a law for counts of rare events, Normal approximation of Poisson, Exponential lifetime distribution (for when death comes by chance rare event).

Smoothing data by density portraits (placing bell curves at each data value then plotting the average curve height), bandwidth of (i.e. sd of the bell curves used).  Calculating sample sd "s" per chapter 1, margin of error for sample mean xBAR, margin of error for sample proportion pHAT, role of 1.96 in (95% of probability is within ± 1.96 sd of the mean).

Some review questions (these will be gone over in lectures next week, don’t hand them in):

1.   Draw one each from {1,4,7,11}, {2,8,13}.  Enumerate all possibilities to determine the probability that the number drawn from the first set will be larger than the one drawn from the second set.

                 1*  4   7   11

            2        *   *    *

            8                   *           ans.  4/12 = 1/3

           13

2.  Flip a coin to select one of two boxes {B B B G R} or {R R Y}.  Then select two balls without replacement from the chosen box.  Determine

a.  P(first box is chosen)  ans.  1/2

b.  P(B1 B2 | first box is chosen)  ans.  3/5 2/4

c.  P(B1 B2 | second box is chosen)  ans.  0

d.  P(R1) using total probability   ans.  1/2 1/5 + 1/2 2/3

                                     i.e.   bx1 R1 | bx1 + bx2 R1 | bx2

e.  P(first box was chosen | R1) (Bayes).

          (bx1 and R1) / R1* = 1/2 1/5 / (1/2 1/5 + 1/2 2/3)

3.  One person selected at random from the following.

           age  Y   M   O

    Ht     S   15  10   30  55

            M    3    2   10  15

            T     6    4   20  30

                  24  16   60  100

a.  Fill out all marginal totals.

b.  Pull P(S and Y) from table.  ans.  15/100

c.  Pull P(S or Y) from table.   

       ans.  (15 + 10 + 30 + 3 + 6) / 100 = 64/100

d.  Check (c) using addition rule.  

       ans.  55/100 + 24/100 – 15/100 = 64/100 same as (c)

e.  Are Ht and age statistically independent?  

       ans.  no, dependent since the table is

             not perfectly proportionate

f.  P(S) compared with P(S | O) (vis independence).

       ans.  55/100 not equal to 30/60 so “S” “O” dep

4.  P(OIL) = 0.05, P(- | OIL) = 0.2, P(+ | no OIL) = 0.1.

a.  Make tree diagram.

         oil             +

         .05           .8      .04

                          -

         .05           .2      .01   

      no oil            +

         .95           .1      .095

                          -

         .95           .9      .855

                      total     1

b.  P(+ | OIL).  ans. 1-.2 = .8.

c.  P(+) (total probability).   

        ans.  OIL+ + noOIL+ = .04 + .095

d.  P(no OIL | -) (Bayes).   

        ans. P(noOIL-)/P(-) = .855/(.01+.855)

5.  P(rain Sat) = 0.2, P(rain Sun | rain Sat) = 0.4, 

    P(rain Sun) = 0.3.  You need to exploit the tree to deal with the information given you.

a.  Are these events independent?  

        ans.  No, P(Sun) does not equal P(Sun | Sat) 

b.  P(rain Sat and Sun).  ans.  P(Sat) P(Sun | Sat) = .2 .4

c.  P(rain Sat or Sun).  

        ans.  P(Sat) + P(Sun) – P(Sat Sun) = .2 + .3 - .2 .4

d.  Make tree diagram.

           Sat         Sun  

           .2           .4         .08  (i.e. P(Sat Sun) = .08)

                    no Sun  

           .2           .6         .12

      no Sat        Sun

           .8     ** = .275   .8 .275 = .22  (see below)

                    no Sun 

           .8             .725   .8 .725 = .58  (follows from above)      

We’re not given ** but we can find it.  How? 

          P(Sun) = .3 = P(Sat Sun)+P(not Sat   Sun)*

                     = .08 + .8 **

so ** must equal (.3 - .08)/.8 = 0.275.    

e.  P(no rain Sun | rain Sat).  (just 1-0.4=0.6 from given)* 

f.  P(rain Sat | rain Sun).

      ans.  P(Sat Sun)/P(Sun) = .08/.3

6.  Refer to (5).  I will pay 110 for Sat night.  If it does not rain I will pay an additional 70 for Sun night.  If it does rain I will cancel Sun night at a cost of 20.  If it does not rain Sun I will pay 40 for the brunch.  If it does rain Sun I will instead pay 11 for breakfast at a nearby diner.

a.  Use your tree (5d).  Append to each terminal branch the total expense for that contingency.

         Sat Sun       .08    110 + 20 + 11

         Sat notSun  .12    110 + 20 + 40

         notSat Sun  .22    110 + 70 + 11

    notSat notSun  .58     110 + 70 + 40

b.  Calculate E(total expense).

       ans.  Sum of x p(x) values {11.28, 20.4, 42.02, 127.6}

              = 201.3

c.  Calculate Var and sd of total expense.

       ans.  E X2 = sum of x2 p(x) values 

                        {1590.48, 3468., 8025.82, 28072.}

                      = 41156.3

       ans.  Var X = 41156.3 – 201.32 = 634.61

               sd X = root of variance = 25.1915.

d.  I suddenly realize “I neglected to include $18 Sat nite dinner in calculations (c).”  Happily, the new E, var, sd can be obtained easily from (c) without re-calculation.  Do so.  If you’re ambitious, check your answers by re-filling the tree with the new costs.

       ans.  E (X + 18) = E X + 18 = 219.3.

               Var (X + 18) = Var X

               sd (X + 18) = sd X

7.  Each time a customer uses a vending machine the purchase amount can be thought of as a r.v. having mean 87 cents with sd of 27 cents.  Before the machine is re-filled there will be 200 customers.  These customers act largely independently although there are admittedly some small dependencies owing partly to the fact that if all units of a particular product are purchased then subsequent customers cannot purchase the same.  Leaving such dependencies aside,

a.  E(total of 200 purchases).  ans.  200 87 (cents)

b.  Var(total of 200 purchases).   ans.  200 272 (cents)

c.  sd(total of 200 purchases).  

      ans.  root Var = 381.838 (cents)

d.  Such a total of independent r.v. will be approximately normally distributed (wow, that makes life easier!).  Sketch the approximate distribution of the total of 200 purchases.

       ans.  In dollars, the expected total of 200 sales is $174 and the sd is only $3.82.  This affirms what we’ve been saying:  that in many repeated ventures the sum, although random, scarcely differs from what is expected on average.
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total of 200 sales

e.  Does it seem from the sketch (d) that total purchases has “lost most of its randomness” (meaning that for all intents and purposes we can be guided by E(total of 200 purchases))?   ans.  174 expected with sd only 3.82, yes.

f.  Use (d) to give a 0.95 probability range for the total of 200 sales.  ans.  174 +/- 2 3.82 

       note:  z-table says mean +/- 1.96 sd captures .95

                this is the origin of the +/- 2 rule of thumb.

g.  Utilizing the z-method and table 2, give 0.98 probability range for the total of 200 sales.

       ans.  Find z > 0 to capture .98/2 = .49 area.

                              z     .03   (column for .49)

(row for .49)         2.3     0.4901 (closest to .49)

So, just as +/-2 sd from the mean captures 95% of normal, so too does +/-2.33 sd from the mean capture 98% of normal.  For total of 200 sales that works out to

       ans.  174 +/- 2.33 3.82

i.  Prices have been rigged to reflect a 30% markup (i.e. price = (1.3) cost).  The profit from one sale is then (1-1/1.3) = 0.23 times the selling price.  So the net profit from 200 sales will be net =0.23 (total of 200 sales) – 25 (there is a servicing cost of 25).  Use this relation and (d) to sketch the approximate distribution of “net” profit from 200 sales.

     ans.  profit = .23 sales – 25

             E profit = .23 E sales – 25 (linearity of E)

                         = .23 174 – 25 = 15.02 (dollars)

             Var profit = .232 Var sales = .232 ($3.82)2
              sd profit = .23 $3.82 = $0.8786*

8.  For the distribution

      x     p(x)

      0      .2

      9      .1

      14    .7

a.  E X   ans.  sum of x p(x) = 10.7

b.  Var X by definition method.   ans.  sum of (x-EX)2 p(x)

          =  sum of 22.898, 0.289, 7.623} = 30.81

c.  Var X by computing formula.   

      ans.  E X2 – (EX)2 = 145.3 – 10.72 = 30.81

d.  sd X   ans.  root 30.81 = 5.55

e.  E (.4 X – 9).  ans.  .4 EX – 9 = .4 10.7 – 9 = -4.72

f.  Var (.4 X – 9).  ans.  .42 Var X = 4.9296

g.  sd (.4 X – 9).  ans.  root Var X = 2.22

h.  E (X + Y) if each if X, Y has distribution of X.  

       ans. 2 EX = 2 10.7 = 21.2

i.  Var(X + Y) if (h) and also X, Y are independent.

       ans.  Var X + Var Y = 2 Var X = 2 30.81*

j.  E (1/(1+X)) (nonlinear).

       ans.  1* .2 + 1/10 .1 + 1/15 .7 

k.  Determine E (X Y) for r.v. X, Y which are independent samples, each with the above distribution.

      ans.  EX EY = 10.72 = 114.49

9.  Each of 200 customers either buys sweet or salt.  Customers act independently and the chance is 0.7 that a customer buys sweet.  Let r.v. X be the number of customers (out of the 200) who buy sweet.

a.  What is the name of the distribution of X?   

     ans.  Binomial

b.  Give the mathematical form of p(x) for x = 0, 1, ... , 200.

     ans.  p(x) = 200!/(x! (200-x)!)  0.7x 0.3200-x
c.  E X.  ans.  np = 200 0.7 = 140

d.  Var X.   ans. npq = 200 0.7 0.3 = 42

e.  sd X.  ans.  root 42 = 6.48

f.  Sketch the normal approximation of the distribution of X.
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g. p(142) by exact calculation.

       ans.  200!/(142! 58!)  .7142 .358 = 0.0591635

h. p(142) from normal approximation using standard scores of 141.5, 142.5 (i.e. using continuity correction).

       ans.  first calc std scores of 141.5 and 142.5

              recall the mean is 140*

              (141.5 – 140*)/6.48 = 0.23*

              (142.5 – 140*)/6.48 = 0.39

     z      0.03             z     0.09

    0.2    0.0910         0.3   0.1517   

ans. 0.1517 – 0.0919

(rounding errors entered when we had to use the z-table)

this is in addition to the error of using the z-approximation

i.  P(X exceeds 160)   CORRECTION:

        use 160.5 per continuity correction 
        ans.  (160.5-140*)/6.48 = 3.16*

   z   0.06

 3.1  0.4992         ans.  0.5 - 0.4992 = 0.008*

10.  On the average we experience around 4.57 sales per day.  The distribution could be Poisson since the sales in question are for a relatively rarely selected model.  For the questions below, we’ll suppose sales are Poisson distributed to see what things would look like for that case.

a.  Give the mathematical form of p(x), x = 0, 1, ... ad inf.

       ans.  e-4.57 4.57x   /    x!

b.  E X.   ans.  4.57

c.  sd X.  ans.  root mean = 2.14

d.  Sketch: normal approximation for distribution of X.

      ans.  mean = 4.57 > 3 (rule of thumb)
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e.  p(3) by direct calculation from (a).

     ans.  e-4.57 4.573  /  3! = 0.1648

f.  Approximate p(3) using z-method and standard scores of 2.5 and 3.5 (i.e. using continuity correction).  How does the result compare with (e)?

     ans.  (2.5 – 4.57)/2.14 = -0.97*          

             (3.5 – 4.57)/2.14 = -0.50*

   z   0.07                z     .00

 0.9  0.3340            0.5  .1915*            

ans.  0.3340 - 0.1915 = 0.1425 

(not very good agreement with part (e))            

g.  Suppose we earn 4,666 profit on each sale.  Sketch the approximate normal distribution of profit from X sales.

     ans.  the mean is now 4,666 times greater = 4666 4.57 = 21323.6 as is the sd = 4666 root(4.57) = 9974.77.
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11.  Times between entries to a service station along a busy highway are exponentially distributed with a mean of 21.4 seconds.

a.  P(wait longer than 21.4 seconds for the next arrival). 

      ans.  e-x / mean = e-21.4 / 21.4 = e-1 = 0.37

Your answer will be the same whatever the mean.  See that the chance an exponential lifetime will exceed its mean is not one half, so it can never be like a normal distribution.

b.  P(next arrival between 27 and 42 seconds).

      ans.  e-27 / 21.4 – e-42 / 21.4 = 0.1427

12.  data {45.6, 61.2, 38.9}.  

a.  Calculate the sample mean (average) xBAR and the sample sd “s” (from chapter 1).

      ans.  xBAR = (45.6+61.2+38.9)/3 = 48.5667

              s = 11.4553

b.  Determine the “margin of error” for xBAR.

      ans.  1.96 s / Sqrt[n]

              = 1.96 11.4553 / root[3]

              = 12.9629

 This is usually reported

            48.5667 +/- 1.96 11.4553 / root[3]

             [35.6038, 61.5296]

c.  What is the claim made for the random interval xBAR +/- margin of error?

     ans.  For large enough with replacement and equal probability random samples, the probability that such an interval will cover the true population mean is around 95%.  As to whether the interval [35.6038, 61.5296] covers the true population mean, we cannot say.  Moreover, the chance that it does is either 1 or 0 (i.e. the mean of the population is either inside [35.6038, 61.5296] or it is not).  

13.  Sample of 20 persons (indep wth repl) of which 12 favor a proposal.  Score x = 1 if favor, 0 if not.

a.  xBAR = pHAT = 12/20 so we estimate p = 0.6 of the population favor the proposal.

b.  Determine the “margin of error” for pHAT.

      ans.  1.96 root(pHAT qHAT) / root(n)

              1.96 root(0.6 0.4) / root(20)

              = 0.2147

c.  What is the claim made for the random interval pHAT +/- margin of error?

      ans.  Around 95% of samples such an interval will cover the true population fraction p favoring the proposal.

14.  data {8.8, 9.1, 9.8} will be smoothed by placing a normal distribution around each of the three data values and then plotting the average height of the three curves.  In the figure below the normal densities have been chosen narrower for the data 8.8, 9.1 in order to obtain better resolution because the data are closer together.  The example is only for illustration of course.  Ordinarily, we would insist on a much larger sample.
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a.  Obtain the density portrait of data {8.8, 9.1, 9.8} by plotting the average height of the three bell curves.

b.  The sd’s of these bell curves are called the (local) bandwidths.  For this example they are 0.25 and 0.5 respectively.  Choosing these bandwidths is a delicate matter.  Here is a similar example involving four data points {8.8, 9.1, 9.8, 9.9}.  Find the density.
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we will do these in lecture.

