STT351-001 and STT351-002 Fall 2007

Students’ questions.

Q1.  8-28-07  Homework assignments and readings.

I don't understand how we our supposed to do our first assignment. Do we find the problems somewhere in the book. For example 1.2 says comparative stem-and-leaf display. Are we supposed to read about that or make one? I 

was also wondering how we know what sections to read in our book before each class. Thanks for your help. 

A1.  8-28-07  Good and timely question!   I'll share it with the class (your name excluded) since there are likely to be others who need clarification.

All exercises are from your book unless they have a “+” after them.  In deciding how to reference those questions I took a cue from pg. 583 where solutions of odd numbered exercises are listed, by chapter, as simply 1, 3, .. etc. I’ve adopted 1.2 to refer to chapter 1 exercise 2 and so forth.

You’ve noticed that in giving your assignment I've identified the topic of each exercise. For instance, comparative stem-and leaf is needed for exercise 1.2.  Take that as your cue to read through stem-and leaf, page 10.  

The pace of your reading should be such that you get through chapter 1, excluding section 1-5, this week, as announced.  

If you do not read ahead you would minimally have read about 18 pages of chapter 1 to prepare for the first class.  We covered that amount in class which, based on the topics of those questions, correlates with exercises 1.2, 1.6, 1.8, and 1.10 (which is a mild variant of histogram). 

But of course, you always read ahead.  I suggest that you keep around 18 pages ahead of the minimal amount of reading needed to keep the pace.  So for the second day of class you would have read through pg. 54.  If you do that, then after Wednesday class you will still be18 pages ahead.  It gives your brain the chance to let things settle.  

You may not understand everything from the readings but of course you will know what to expect and can be sure that your questions get answered before you leave class.  

Q2.  9-5-07  Homework exercise 1.8+.

I am in the engineering lab right now trying to figure out the little software for problems 1.8* and 1.9*. My question is how do you set up the smooth command to accept data presented in the same way that question 1.8 expresses it (as in 1 paper written- 784 people, 2 papers written- 204 people... etc.). I am not going to type out 1,1,1 784 times correct? so how do I give the software an idea of what I want? You have given us examples using 4 random points both in class and on the sheet that accompanies the software but nothing that would give us an idea of how to plot using both X and Y.

A2.  I’ve just uploaded Little_Software2 to the course website.  If you have, for example, a list of 700 ones and 300 fours and wish to plot a KDE of bandwidth 1 enter

          smoothdistribution[{{1, 700}, {4, 300}}, 1]

This very example is given at the end of the new file.

Q3.   9-6-07

Hello Professor LePage,  I've been trying to input the data for the last problem in Mathematica, but I can't get it to look like the graph on page 335. Do we have to enter the formula on page 334 in the command somehow? When I've tried plotting the data, I can only get a spike for each data point, not a blended curve of all the data points. Can you help point me in the right direction?

A3.  9-6-07  Fig. 1.3 indicates that lambda = 0.5 or 0.2.  What is lambda?  If you look at that previous page they are recommending a bandwidth lambda times the "sample standard deviation" of the data (see pg. 71, located in the index under standard deviation…sample).   We have not studied that but little stat can calculate the "sample standard deviation" through the command

      sd[{84, 49, 61, 40, 83, 67, 45, 66, 70, 69, 80, 58, 68, 60, 67, 72, 73, 70, 57, 63, 70, 78, 52, 67, 53, 67, 75, 61, 70, 81, 76, 79, 75, 76, 58,  31}]

which returns 11.9888 (see pg..  If you then try

      smooth[{84, 49, 61, 40, 83, 67, 45, 66, 70, 69, 80, 58, 68, 60, 67, 72, 73, 70, 57, 63, 70, 78, 52, 67, 53, 67, 75, 61, 70, 81, 76, 79, 75, 76, 58, 31}, 0.5 11.9888]   

or 

      smooth[{84, 49, 61, 40, 83, 67, 45, 66, 70, 69, 80, 58, 68, 60, 67, 72, 73, 70, 57, 63, 70, 78, 52, 67, 53, 67, 75, 61, 70, 81, 76, 79, 75, 76, 58, 31}, 0.2 11.9888]

you get the pictures they show in Fig. 7.13.

Q4.  9-15-07

I have gotten through about half of the problems and have come across a problem you created which asks us to calculate the Standard Deviation and Median returns on oil drilling with two different methods and realized I don't think we have gotten this far in the lectures yet. Should I keep going onto material we have not covered in the homework? Have we covered  this and I just might have missed it? 

A4.  9-15-07  In the .ppt slides I posted just before we started chapter 5 there are examples of calculating standard deviation.  Notice that the standard deviation of a random variable X is just the square root of the difference between the expected square and the square of the expectation:

     SD of random variable X 

     = square root of (  E (X^2)  -  (E X)^2  )

For example, if X denotes the random number of heads in two tosses of a coin, the distribution of X is

                    value x       0         1          2

                    p(x)           .25      .5         .25

In table form, calculation of variance and sd go like this:

            x      p(x)        x p(x)        x^2  p(x)

            0      .25        0  .25         0  .25

            1      .5          1  .5           1  .5

            2      .25        2  .25         4  .25

           tot    1            E X = 1      E X^2 = 1.5

Variance X = E X^2  -  (E X)^2 = 1.5 - 1^2 = 0.5.  

Standard deviation of X is the square root of the variance of X which is root(0.5).

Yes, the exercises are spurring you to read.  The text gives the formula by which variance, and its square root (the standard deviation), are computed.  Look to examples given in your textbook.  

Q5.  9-15-07  I am having trouble finding any information on finding the numerical value of constants found in p(x) equations in ch.5. I have looked through for any examples where they find the numerical value of a constant and I could not find anything.  Also this is again asked for in 30b. 

A5.  9-15-07  Suppose I give 

       f(x) = k x, 0 < x < 6, and f(x) = 0 otherwise.  

A probability density must integrate to one.  So the integral of f(x) = k x over (0, 6) must satisfy 

       k 6^2 / 2  -  k 0^2 / 2 = 1.  

That is, 18 k = 1.  So k = 1/18.  The density is therefore f(x) = x/18, for 0 < x < 6, and f(x) = 0 otherwise.  See exercise 1.25, whose solution is given in the book and in the solution manual (some few students have purchased the manual).  The author has left it for students to figure out this type of exercise for themselves.  If you cannot do it then be sure to ask about it, as you have.

In a discrete example we use sums other than integrals.  For example, if  p(x) = k x, x = 0, 1, 2, 3, and p(x) = 0 otherwise, then we must have k (0 + 1 + 2 + 3) = 1 which implies that k 6 = 1 or k = 1/6.

Q6.  9-18-07  I've been working on the homework and I'm confused about the book's definition of standard deviation.  It defines variance as (see page 216) and then it says that standard deviation is the square root of the variance.  Is this definition true for all cases where standard deviation applies?  I didn't think that the (x-u) term was squared to find standard deviation.  I used excel's built-in STDEV function to check my answers and I repeatedly get different answers when I'm using the book's definition of standard deviation as the square root of the variance.  If you could please help me clarify this situation, I would really appreciate it.
A6. 9-18-07  The sample standard deviation (found on calculators) is a tad different from the standard deviation of a random variable.  In all cases however, standard deviation is the square root of variance, whether it is the sample variance or the variance of a random variable.

sample sd = square root of (sum of (xi - xBAR)^2  /  (n-1)) for data x1, ..., xn.  

standard deviation of random variable X = square root of (E (X - EX)^2 )

Note the use of (n-1) in the sample sd.  The sd of a random variable would, in the case of equal probabilities 1/n, be using n instead of (n-1).

pg. 216 defines the mean and variance of a random variable.   Notice that sigma^2 is the variance so sigma is the square root of the formulas in the paragraph beginning "Similarly."

As I mentioned above, your calculator will probably give only the sample standard deviation defined on page 72 and reduced to a form more suitable for calculation on page 73.  

Your calculator will obtain this sample sd if you feed in a list of numbers and hit the button.

However, you calculator may not be set up to calculate the sd of a discrete random variable from its distribution (i.e. from its list of possible values x and probabilities p(x)).

Q7.  9-18-07  Dear Professor, I am having a hard time understanding the calculation for standard deviation. I get that the mean is EX, but how do you separate that into (EX^2 - (EX)^2)^.5. 

A7.  9-18-07  Standard deviation (sd) of a random variable X is defined

    sd X = 

    square root of E (X -EX)^2  = E (X^2) - (E X)^2 also.

For example, 

     x          p(x)          x p(x)       (x-EX)^2  p(x)                  x^2  p(x)

     3          0.1           3  0.1       (3 - 5.7)^2  0.1 = 0.729      3^2  0.1

     6          0.9           6  0.9       (6 - 5.7)^2  0.9 = 0.081      6^2  0.9

    tot        1.0      E X = 5.7       Variance X = 0.81             E (X^2) = 33.3

So 

   standard deviation = square root of variance 

   = root(0.81).

Also, by the other method above,

   standard deviation = root(33.3 - 5.7^2) = root(0.81).

Why are the two ways equivalent?

It follows from the rules of expectation:

     E (X - EX)^2 = E [X^2 - 2 (EX) X + (EX)^2] 

     = E (X^2) - 2 (EX) (EX) + (EX)^2

     = E (X^2) - (E X)^2

Q8.  10-3-07.  Professor LePage, I was wondering if we had to do the straight fit line, and least squares method for the last homework problem (3.6) because the problem just shows us a graph and doesn't give us the exact data points. Thanks 

A8.  10-3-07.  You can read off the (x, y) scores from the plot.  The slight inaccuracies of doing so will not affect the least squares line very much.

Q9.  10-3-07.  I was just wondering if you wanted us to make the graphs for our homework due next Monday on the computer or by hand, or if it mattered.  Also do you want us to actually do 3.18 or just look at it because it relates to 3.4. 

A9.  10-3-07.  Do by hand then (optional but highly desired when learning new material) confirm by computer.

Remember, you will not have a calculator on exams.

I've not assigned 3.18 but you will note that it contains summary data needed to form the least squares line (i.e regression line) of y on x. I wanted you to have that for comparison with your own calculations.

.

