
7.1- 4      Confidence Intervals (CIs)  
 

Suppose that the distribution of a random variable X depends on an unknown parameter Θ and let  𝑋1, 𝑋2, … , 𝑋𝑛  be 

a random sample from this distribution. The idea is to find two statistics L(X1,X2,...,Xn) and U(X1,X2,...,Xn) such that 

the estimated parameter  Θ  lies between L and U with a prescribed probability (called the confidence level or the 

confidence coefficient), that is such that 

P(L(X1,X2,...,Xn)  ≤ Θ ≤ U(X1,X2,...,Xn)) = 1 – α 

where α is a small positive number.  

 

 

 

 

If we take a sample, so that X1 = x1, X2 = x2 , ... , Xn = xn , and compute  l = L(x1,x2,...,xn)   and  u = U(x1,x2,...,xn), then we 

can say that  Θ  is between l and u with confidence 100(1 - α )%.   The interval  [l, u] is called a confidence interval 

(CI).  

The phrase  ”with confidence 100(1 - α )%“  means  

that if the process of estimation was repeated many  

times in  approximately 100(1 - α )% cases the  

obtained confidence interval would contain  

an estimated parameter.  

 

 

 

 

α 1- α confidence level 
(1- α)100% 

α/2 

0.01 .99 99% 0.005 
0.05 .95 95% 0.025 
0.10 .90 90% 0.05 



Problem:  Suppose that 𝑋1, 𝑋2, … , 𝑋𝑛 is a random sample from normal distribution with unknown mean µ and 

known standard deviation σ. Find a  100(1 - α )% interval for µ.  

 

Solution:  The statistics 𝑋̅  has a normal distribution with mean µ and standard deviation 𝜎/√𝑛 and hence   

𝑍 =  
𝑋̅−𝜇

𝜎/√𝑛
  has the standard normal distribution. Given α, let  𝑧𝛼/2  be a number such that  𝑃( 𝑍 > 𝑧𝛼/2) =

𝛼/2  [Table A.5 row ∞, or invNorm(1- 𝛼/2)]. Then  

 

𝑃 (−𝑧𝛼/2 <  
𝑋̅ − 𝜇

𝜎

√𝑛

< 𝑧𝛼/2) = 1 − 𝛼 

Solving the double inequality for µ gives that  

𝑃 (𝑋̅ − 𝑧𝛼/2

𝜎

√𝑛
<  𝜇 < 𝑋̅ + 𝑧𝛼/2

𝜎

√𝑛
) = 1 − 𝛼 

 

Answer:   A (1- α)100% confidence interval (CI) for µ is   [𝑥̅ − 𝑧𝛼/2
𝜎

√𝑛
, 𝑥̅ + 𝑧𝛼/2

𝜎

√𝑛
]   or   𝑥̅ ± 𝑧𝛼/2

𝜎

√𝑛
 

 

 

General construction:  Suppose that 𝑋1, 𝑋2, … , 𝑋𝑛 is a random sample from a certain distribution 

with unknown parameter θ.  In order to construct a  (1- α)100% confidence interval (CI) for θ we 

need to  

1. Find a statistic ℎ(𝑋1, 𝑋2, … , 𝑋𝑛; 𝜃)  that depends on a random sample and 𝜃, and such that we 

know its distribution  

2. Find numbers  a < b such that 𝑃(𝑎 <  ℎ(𝑋1, 𝑋2, … , 𝑋𝑛; 𝜃) < 𝑏) = 1 − 𝛼 

3. Solve the inequality 𝑎 <  ℎ(𝑋1, 𝑋2, … , 𝑋𝑛; 𝜃) < 𝑏 for 𝜃 

 
θ 



Statistics and Their Distributions 
 

Sample mean    𝑋̅ =
𝑋1+𝑋2+⋯+𝑋𝑛

𝑛
=

∑ 𝑋𝑖
𝑛
𝑖=1

𝑛
 

Sample variance  𝑆2 =
(𝑋1−𝑋̅)2 +(𝑋2−𝑋̅)2+⋯+(𝑋𝑛−𝑋̅)2

𝑛−1
=  

∑ (𝑋𝑖−𝑋̅)2𝑛
𝑖=1

𝑛−1
 

Sample proportion  𝑝̂ =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑢𝑐𝑒𝑐𝑠𝑠𝑒𝑠 𝑖𝑛 𝑛 𝑡𝑟𝑖𝑎𝑙𝑠

𝑛
=

𝑋

𝑛
  

 
1. THEOREM (CLT, Section 5.4).  Suppose that 𝑋1, 𝑋2, … , 𝑋𝑛 is a random sample from any distribution with mean 

µ and standard deviation σ. If n is large then both   

𝑍 =  
𝑋̅ − 𝜇

𝜎/√𝑛
         𝑎𝑛𝑑       𝑍 =  

𝑋̅ − 𝜇

𝑆/√𝑛
     

have approximately standard normal distribution (this follows from CLT) 

 

2. THEOREM. Suppose that 𝑋1, 𝑋2, … , 𝑋𝑛 is a random sample from a dichotomous distribution that takes only 

two values   

 {
1                   𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦     𝑝 = 𝑃(𝑠𝑢𝑐𝑐𝑒𝑠𝑠)
0      𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑞 = 1 − 𝑝 =  𝑃(𝑓𝑎𝑖𝑙𝑢𝑟𝑒)

 

Let  𝑋 =  𝑋1 +  𝑋2 + … + 𝑋𝑛  (number of successes in n trials) and   𝑝̂ =  
𝑋

𝑛
.  If n is large then the statistic  

𝑍 =  
𝑝̂ − 𝑝

√𝑝(1 − 𝑝)/𝑛
       

has approximately standard normal distribution (Sections 3.4 and 6.1) 

 

          



3. THEOREM (Section 5.5). Suppose that 𝑋1, 𝑋2, … , 𝑋𝑛 is a random sample from normal distribution with mean 

µ and standard deviation σ. For any  n   the statistics 

𝑍 =  
𝑋̅ − 𝜇

𝜎/√𝑛
 

has standard normal distribution 

 

4. THEOREM (Section 7.3). Suppose that 𝑋1, 𝑋2, … , 𝑋𝑛 is a random sample from normal distribution with mean 

µ and standard deviation σ. For any  n   the statistics 

𝑇 =  
𝑋̅ − 𝜇

𝑆/√𝑛
 

has a so called  (Student’s) t distribution with ν = n - 1  degrees of freedom (df).  

 

 

 

 

 

 

 

 

 

 

 

 

 

Critical values 𝑡𝛼,𝜈   for a t distribution are in Table A.5 



5. THEOREM  (Section 7.4).  Suppose that 𝑋1, 𝑋2, … , 𝑋𝑛 is a random sample from normal distribution with mean 

µ and standard deviation σ. For any  n   the statistics 

(𝑛 − 1)𝑆2

𝜎2
=  

∑ (𝑋𝑖 − 𝑋̅)2𝑛
𝑖=1

𝜎2
 

has a chi-squared (χ2)  distribution with ν = n - 1 degrees of freedom (df).  

 

Recall from section 4.4 that  

 
 

 

 

 

 

Critical values for a chi-squared distribution are in Table A.5 

 

 
 



(1-α)100% Confidence Intervals 
 

ARBITRARY POPULATION; LARGE SAMPLE   
1. For the mean µ of any population when σ is known and the sample size n is large 

 
2. For the mean µ of any population when σ is not known and the sample size n is large 

 
DICHOTOMOUS POPULATION; LARGE SAMPLE 

3. For the population proportion  p  when the sample size is large 

 
                 

                  Approximate  formula: 



NORMAL POPULATION 

4. For the mean µ of normal population when σ is known;  any sample size 

  

5. For the mean µ of normal population when σ is not known;  any sample size 

 

 
 

6. For the variance σ2 of normal population when the mean µ is not known;  any sample size 

 

 
 

NOTE: We do not cover one sided confidence intervals (confidence bounds), prediction intervals, or 

tolerance intervals 

 

 

 

 

 



EXERCISES 

 

 

 

 



 
 

ANSWERS: 

4. c. (57.5, 58.1); d. (57.9,58.7); e. 239 

14. a. (88.54,89.66); b. 246 

23. a.  (22.5%, 27.5%);  b.  2655 

25. a. 358;  b.  342 

33. a. b. – use TI-83; c.  (430.51, 446,08)  

44. for σ2  (360, 28.98); for σ  (1.9, 5.4) 


