
 

6.1-6.2 Joint Distribution Function  

For any two random variables X and Y, the joint cumulative probability distribution function of X 

and Y by 

F(a, b) = P{X ≤ a,Y ≤ b},   −∞ < a, b < ∞ 

 

The distribution of X (and Y) can be obtained from the joint distribution of X and Y as follows: 

 

 
  
All joint probability statements about X and Y can, in theory, be answered in terms of their joint 

distribution function. For instance, 

 

 
  



Discrete Random Variables 

 

 
 

 



 
 

Continuous Random Variables 

 

 
 

The function f (x, y) is called the joint probability density function of X and Y. 
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Independent Random Variables 

 



 

 
 

(these statements require proves)  

 

 
 

Solution: Since X and Y are independent, 𝑓(𝑥, 𝑦) = 𝑓𝑋(𝑥)𝑓𝑌(𝑥) = (
1

60
)2,     0 < 𝑥, 𝑦 < 60,  and 0 

otherwise. Hence 

 

𝑃{|𝑋 − 𝑌| < 10} = 𝑃{𝑌 < 𝑋 − 10} + 𝑃{𝑌 > 𝑋 + 10}          = 25/36 

 

 

 



 
 

  Solution:   

a)  𝑓𝑋(𝑥) = 2 𝑒−2𝑥 , 𝑥 > 0;   𝑓𝑌(𝑦) = 3 𝑒−3𝑦, 𝑦 > 0;   
 

 𝑓𝑋(𝑥)𝑓𝑌(𝑦) = 6 𝑒−2𝑥𝑒−3𝑦, 𝑥, 𝑦 > 0.  Hence 𝑓𝑋(𝑥)𝑓𝑌(𝑦) = 𝑓(𝑥, 𝑦),   INDEPENDENT 

 

b) 𝑓𝑋(𝑥) = ∫ 24𝑥𝑦 𝑑𝑦 = 
1−𝑥

0
12 𝑥 (1 − 𝑥2), 0 <  𝑥 < 1;   𝑓𝑌(𝑦) = 12 𝑦 (1 − 𝑦2), 0 <  𝑦 < 1  

 

            𝑓𝑋(𝑥)𝑓𝑌(𝑦) ≠ 𝑓(𝑥, 𝑦),  DEPENDENT 

 

 

 



 
 

  Exercises 

 

 


