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a b s t r a c t

Evolution equations containing fractional derivatives can provide suitable mathemati-
cal models for describing anomalous diffusion and transport dynamics in complex sys-
tems that cannot be modeled accurately by normal integer order equations. Recently,
researchers have found thatmany physical processes exhibit fractional order behavior that
varies with time or space. The continuum of order in the fractional calculus allows the or-
der of the fractional operator to be considered as a variable. In this paper, we consider the
mobile–immobile advection–dispersion model with the Coimbra variable time fractional
derivative which is preferable for modeling dynamical systems and is more efficient from
the numerical standpoint. A novel implicit numerical method for the equation is proposed
and the stability of the approximation is investigated. As for the convergence of the nu-
merical method, we only consider a special case, i.e., the time fractional derivative is in-
dependent of the time variable t . The case where the time fractional derivative depends
on both the time variable t and the space variable xwill be considered in a future work. Fi-
nally, numerical examples are provided to show that the implicit difference approximation
is computationally efficient.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

Solute transport in rivers, streams and groundwater is controlled by the physical features or heterogeneity in different
reaches.While the advection–dispersion equation and its extensions (e.g., themobile–immobile or transient storagemodels
based on a second order dispersion term) have been successfully used in the past, recent research highlights the need for
transport models that can better describe the heterogeneity and connectivity of spatial features within a general network
perspective of solute transport [1–5]. For example, breakthrough curves in karst aquifers and rivers can exhibit multiple
peaks due to flow occlusion and diversion caused by in-channel features such as islands and pools [6,7]. Although earlier
approaches to describe these complexities in breakthrough curves involvedusing different but constantmodel parameters in
different reaches, models that explicitly acknowledge spatial heterogeneity may better describe solute transport processes.
Fractional derivative models offer several approaches that are attractive to the solute transport modeling community.
The aim of this paper is to describe one approach based on variable fractional order derivatives. Significant progress has
already beenmade in the approximation of the time fractional order advection–dispersion equation, see for example [8–10].
Furthermore, numerical simulation of the fractional order mobile–immobile advection–dispersion model was considered
by Liu et al. [11]. The time fractional order derivative in these papers is constant fractional order, not variable fractional
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order. As a step in this direction and to distinguish explicitly the mobile and immobile status using fractional dynamics,
in this paper we consider a fractional-order, mobile–immobile advection–dispersion model with a Coimbra time variable
fractional derivative for the total concentration.

Anomalous diffusion is ubiquitous in nature. Evolution equations containing fractional derivatives have been shown
in the past to provide superior descriptions of anomalous diffusion and transport dynamics in complex systems. Recently,
researchers have also found thatmany dynamic processes exhibit fractional order behavior thatmay varywith time or space,
which indicates that variable-order calculus is a natural candidate to provide an effective mathematical framework for the
description of complex dynamical problems. For example, variable-order has been applied to viscoelasticity by Coimbra [12],
the processing of geographical data by Cooper and Cowan [13], signature verification by Tseng [14], and to diffusion by Sun
et al. [15]. Samko and Ross [16] first discussed some properties and the inversion formula of the variable-order operator
( d
dx )

α(x)f (x) using the Riemann–Liouville definition and Fourier transforms. Some mapping properties in Hölder spaces
and fractional operators of the Riemann–Liouville and Marchaud forms were generalized to the case of variable-order by
Ross [17] and Samko [18]. Several classes of Markov processes with variable-order fractional transition probability densities
on unbounded domains have been studied [19–22]. In particular, Kikuchi and Negoro [21] found the conditions for which
general pseudodifferential operators on fractional Sobolev spaces of variable-order on Rn form a Feller semigroup which
has a transition density. Lorenzo and Hartley [23,24] suggested that the order of a Riemann–Liouville fractional derivative
(integral) be allowed to vary as a function of time or space. Different definitions of variable fractional operators in various
settings were discussed [12,25,26,15]. In a recent article, Ramirez and Coimbra [27] compared nine definitions of variable
fractional order derivative (integral) operators based on a few criteria: (a) the variable-order operatormust be able to return
all intermediate values between0 and1 that correspond to the argument of the order of differentiation, (b) the variable-order
operator must be effectively evaluated numerically, and (c) all derivatives of a true constant must be zero. They concluded
that only the Coimbra variable fractional order derivative satisfied these criteria for modeling dynamic systems.

Research on the solution of variable fractional order partial differential equations is relatively new, and numerical
approximation of these equations is still at an early stage of development. Lin et al. [28] studied the stability and
convergence of an explicit finite-difference approximation for the variable-order nonlinear fractional diffusion equation.
Zhuang et al. [29] discussed the stability and convergence of an Euler approximation for the variable-order space
fractional advection–diffusion equation with a nonlinear source term. A variable-order anomalous subdiffusion equation
was considered by Chen et al. [30].

In this paper we consider the following time variable fractional order mobile–immobile advection–dispersion model:

β1
∂C(x, t)

∂t
+ β2D

γ (x,t)
t C(x, t) = −V

∂C(x, t)
∂x

+ D
∂2C(x, t)

∂x2
+ f (x, t), (x, t) ∈ Ω = [0, L] × [0, T ], (1)

with the following initial and boundary conditions:

C(x, 0) = φ(x), 0 ≤ x ≤ L
C(0, t) = ϕ1(t), C(L, t) = ϕ2(t), 0 ≤ t ≤ T

(2)

where β1 ≥ 0, β2 ≥ 0, V > 0,D > 0, 0 < γ ≤ γ (x, t) ≤ γ ≤ 1.
The Coimbra variable-order derivative operators [12] in Eq. (1) are defined as follows:

Dγ (x,t)
t C(x, t) =

1
Γ (1 − γ (x, t))

 t

0+

(t − σ)−γ (x,t) ∂C(x, σ )

∂σ
dσ +

(C(x, t0+) − C(x, t0−))t−γ (x,t)

Γ (1 − γ (x, t))
, (3)

where 0 < γ (x, t) < 1. In the study of numerical approximation of the variable fractional order partial differential equation,
it is worth mentioning that the Coimbra variable fractional derivative definition (3) is seldom used as the variable fractional
order derivative.

The structure of the remainder of this paper is as follows: An implicit Euler numerical method for the time variable
fractional order mobile–immobile advection–dispersion model is proposed in Section 2. The stability and convergence of
the implicit Euler numerical method are discussed in Sections 3 and 4, respectively. Finally, numerical examples are given.

2. Implicit Euler approximation

Let tk = kτ , k = 0, 1, 2, . . . ,N; xi = ih, i = 0, 1, 2, . . . ,M , where τ = T/N and h = L/M are time and space steps
respectively.

Suppose C(·, ·) ∈ C (2)(Ω), the operator Dγ (x,t)C(x, t) can be discretized as

Dγ (xi,tk+1)
t C(xi, tk+1) =

1
Γ (1 − γ (xi, tk+1))

 (k+1)τ

0

∂C(xi,η)

∂η

(tk+1 − η)γ (xi,tk+1)
dη

=
1

Γ (1 − γ (xi, tk+1))

k
j=0

C(xi, tj+1) − C(xi, tj)
τ

 (j+1)τ

jτ

1
(tk+1 − η)γ (xi,tk+1)

dη + O(τ )

=
1

Γ (2 − γ k+1
i )

k
j=0

C(xi, tk+1−j) − C(xi, tk−j)

τ γ k+1
i

[(j + 1)1−γ k+1
i − j1−γ k+1

i ] + O(τ ) (4)
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at the mesh point (xi, tk+1). Denote

D
γ k+1
i

t C(xi, tk+1) =
τ−γ k+1

i

Γ (2 − γ k+1
i )

k
j=0

(C(xi, tk+1−j) − C(xi, tk−j))bk+1
j,i , (5)

where γ k
i = γ (xi, tk) and bk+1

j,i = (j + 1)1−γ k+1
i − j1−γ k+1

i .
Furthermore,

∂C(xi, tk+1)

∂t
=

C(xi, tk+1) − C(xi, tk)
τ

+ O(τ )

∂C(xi, tk+1)

∂x
=

C(xi, tk+1) − C(xi−1, tk+1)

h
+ O(h)

∂2C(xi, tk+1)

∂x2
=

C(xi+1, tk+1) − 2C(xi, tk+1) + C(xi−1, tk+1)

h2
+ O(h2).

Let Ck
i be the numerical approximation to C(xi, tk), then we can obtain the following implicit difference approximation of

Eq. (1):

β1
Ck+1
i − Ck

i

τ
+ β2

τ−γ k+1
i

Γ (2 − γ k+1
i )

k
j=0

(Ck+1−j
i − Ck−j

i )bk+1
j,i = −V

Ck+1
i − Ck+1

i−1

h
+ D

Ck+1
i+1 − 2Ck+1

i + Ck+1
i−1

h2
+ f k+1

i ,

where f ki = f (xi, tk)(k = 0, 1, . . . ,N; i = 0, 1, . . . ,M). Denoting rk+1
i =

τ
1−γ

k+1
i

Γ (2−γ k+1
i )

, µ =
Vτ
h and ν =

Dτ

h2
, the above formula

can be rewritten as
(β1 + β2rk+1

i + µ + 2ν)Ck+1
i − (µ + ν)Ck+1

i−1 − νCk+1
i+1

= β1Ck
i − β2rk+1

i

k
j=1

(bk+1
k+1−j,i − bk+1

k−j,i)C
j
i + β2rk+1

i bk+1
k,i C0

i + τ f k+1
i (6)

i.e.

(β1 + β2r1i + µ + 2ν)C1
i − (µ + ν)C1

i−1 − νC1
i+1 = β1C0

i + β2r1i C
0
i + τ f 1i

(β1 + β2rk+1
i + µ + 2ν)Ck+1

i − (µ + ν)Ck+1
i−1 − νCk+1

i+1

= β1Ck
i + β2rk+1

i

k−1
j=0

(bk+1
j,i − bk+1

j+1,i)C
k−j
i + β2rk+1

i bk+1
k,i C0

i + τ f k+1
i (k ≥ 1),

(7)

which are the implicit Euler schemes to the time variable fractional order mobile–immobile advection–dispersion model
(1) and i = 0, 1, . . . ,M; k = 1, 2, . . . ,N − 1.

The boundary and initial conditions are discretized as

C0
i = ϕ(ih) = ϕi, Ck

0 = ϕ1(kτ), Ck
M = ϕ2(kτ), (8)

where i = 0, 1, 2, . . . ,M; k = 0, 1, 2, . . . ,N .

3. Stability of implicit Euler approximation

In this section, we will use the technique of mathematical induction to examine the stability of the approximate scheme
(7)–(8).

Lemma 1. For i = 1, 2, . . . ,M, k = 1, 2, . . . ,N and 0 < γ ≤ γ (x, t) ≤ γ < 1, the coefficients bkj,i satisfy

1 = bk0,i > bk1,i > bk2,i > · · · > 0.

Proof. Let ϕ(x) = (x + 1)1−γ (xi,tk) − x1−γ (xi,tk) (0 < γ ≤ γ (xi, tk) ≤ γ < 1, x > 0), then

ϕ′(x) = (1 − γ (xi, tk))[(x + 1)−γ (xi,tk) − x−γ (xi,tk)] < 0.

The result is therefore valid. �

Definition 1 ([31,32]). For any arbitrary initial rounding error E0, if there exists positive number K , independent of h and τ ,
such that

∥Ek
∥ ≤ K∥E0

∥ or ∥Ek
∥ ≤ K

then the difference approximation is stable.
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We suppose thatCk
i is the approximate solution of the Eqs. (7) and denote εk

i = Ck
i − Ck

i , where i = 0, 1, . . . ,M and
k = 0, 1, . . . ,N .

Therefore, for k = 0, εk
i satisfies

(β1 + β2r1i + µ + 2ν)ε1
i − (µ + ν)ε1

i−1 − νε1
i+1 = β1ε

0
i + β2r1i ε

0
i , (9)

and for k = 1, 2, . . . ,N − 1, εk
i satisfy

(β1 + β2rk+1
i + µ + 2ν)εk+1

i − (µ + ν)εk+1
i−1 − νεk+1

i+1 = β1ε
k
i + β2rk+1

i

k−1
j=0

(bk+1
j,i − bk+1

j+1,i)ε
k−j
i + β2rk+1

i bk+1
k,i ε0

i , (10)

where i = 0, 1, . . . ,M .

Theorem 1. The fractional implicit Euler scheme (7)–(8) is unconditionally stable.

Proof. Let ∥Ek
∥∞ = |εk

l | = max1≤i≤M−1 |εk
i |. Since β1, β2, µ, ν > 0; rki > 0(i = 1, . . . ,M − 1; k = 1, . . . ,N), it can be

obtained

(β1 + β2r1l )∥E
1
∥∞ = (β1 + β2r1l )|ε

1
l |

= (β1 + β2r1l + µ + 2ν)|ε1
l | − (µ + ν)|ε1

l | − ν|ε1
l |

≤ (β1 + β2r1l + µ + 2ν)|ε1
l | − (µ + ν)|ε1

l−1| − ν|ε1
l+1|

≤ |(β1 + β2r1l + µ + 2ν)ε1
l − (µ + ν)ε1

l−1 − νε1
l+1|

= |(β1 + β2r1l )ε
0
l | ≤ (β1 + β2r1l )∥E

0
∥∞,

i.e.

∥E1
∥∞ ≤ ∥E0

∥∞.

Assume that ∥E j
∥∞ ≤ ∥E0

∥∞, j = 2, 3, . . . , k, then using the Lemma 1 we have

(β1 + β2rk+1
l )∥Ek+1

∥∞ = (β1 + β2rk+1
l )|εk+1

l |

= (β1 + β2rk+1
l + µ + 2ν)|εk+1

l | − (µ + ν)|εk+1
l | − ν|εk+1

l |

≤ (β1 + β2rk+1
l + µ + 2ν)|εk+1

l | − (µ + ν)|εk+1
l−1 | − ν|εk+1

l+1 |

≤ |(β1 + β2rk+1
l + µ + 2ν)εk+1

l − (µ + ν)εk+1
l−1 − νεk+1

l+1 |

=

β1ε
k
l + β2rk+1

l

k−1
j=0

(bk+1
j,l − bk+1

j+1,l)ε
k−j
l + β2rk+1

l bk+1
k,i ε0

l


≤ β1∥Ek

∥∞ + β2rk+1
l

k−1
j=0

(bk+1
j,l − bk+1

j+1,l)∥E
k−j

∥∞ + β2rk+1
l bk+1

k,l ∥E0
∥∞

≤


β1 + β2rk+1

l

k−1
j=0

(bk+1
j,l − bk+1

j+1,l) + β2rk+1
l bk+1

k,l


∥E0

∥∞

= (β1 + β2rk+1
l )∥E0

∥∞,

i.e.

∥Ek+1
∥∞ ≤ ∥E0

∥∞.

Hence the conclusion is valid according to Definition 1. �

4. Convergence of implicit Euler approximation

In this section we will consider the convergence of the approximate scheme (7)–(8) for a special case, i.e., when the time
fractional derivative is independent of time variable t .

Let C(xi, tk) be the exact solution of the space–time variable fractional order advection–dispersion Eqs. (1)–(2) and Ck
i be

the exact solution of the discrete Eqs. (7)–(8) atmesh points (xi, tk) respectively, where i = 1, 2, . . . ,M and k = 1, 2, . . . ,N .
Define eki = C(xi, tk) − Ck

i (i = 1, 2, . . . ,M; k = 1, 2, . . . ,N) and E k
= (ek1, e

k
2, . . . , e

k
M)T . Obviously, E 0

= 0. Substituting
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C(xi, tk) into the Eq. (1) and Ck
i into (7), then subtracting (7) from (1), we get

(β1 + β2ri + µ + 2ν)e1i − (µ + ν)e1i−1 − νe1i+1 = R1
i

(β1 + β2ri + µ + 2ν)ek+1
i − (µ + ν)ek+1

i−1 − νek+1
i+1 = β1eki + β2ri

k−1
j=0

(bj,i − bj+1,i)e
k−j
i + Rk+1

i (k ≥ 1)
(11)

where γi = γ (xi), ri =
τ1−γi

Γ (2−γi)
, bj,i = (j + 1)1−γi − j1−γi , and Rk

i = O(τ 2
+ τh) ≤ Cβ2ri(τ 1+γi + τ γih), k = 1, 2, . . . .

Theorem 2. The fractional implicit difference scheme (7)–(8) is convergent, and the solution Ck
i of the discrete scheme (7)–(8) and

the solution C(xi, tk) of the Eqs. (1)–(2) satisfy

∥C(·, tk) − Ck
∥∞ ≤ C(τ + h), i = 1, 2, . . . ,M − 1; k = 1, 2, . . . ,N, (12)

when the time fractional derivative is independent of the time variable t, where C is a constant independent of τ and h.

Proof. Let ∥E k
∥∞ = |ekl | = max1≤i≤M−1 |eki |, we obtain

(β1 + β2rl)|e1l | = (β1 + β2rl + µ + 2ν)|e1l | − (µ + ν)|e1l | − ν|e1l |

≤ (β1 + β2rl + µ + 2ν)|e1l | − (µ + ν)|e1l−1| − ν|e1l+1|

≤ |(β1 + β2rl + µ + 2ν)e1l − (µ + ν)e1l−1 − νe1l+1|

= |R1
l |,

i.e.

|e1l | ≤
Cβ2rl

β1 + β2rl
(τ 1+γl + τ γlh) ≤ C(τ 1+γl + τ γlh).

Suppose that |ejl| ≤ C(bj−1,l)
−1(τ 1+γl + τ γlh), j ≤ k, by Lemma 1 we have

(β1 + β2rl)|ek+1
l | = (β1 + β2rl + µ + 2ν)|ek+1

l | − (µ + ν)|ek+1
l | − ν|ek+1

l |

≤ (β1 + β2rl + µ + 2ν)|ek+1
l | − (µ + ν)|ek+1

l−1 | − ν|ek+1
l+1 |

≤ |(β1 + β2rl + µ + 2ν)ek+1
l − (µ + ν)ek+1

l−1 − νek+1
l+1 |

=

β1ekl + β2rl
k−1
j=0

(bj,l − bj+1,l)e
k−j
l + Rk+1

l


≤ Cβ1(bk−1,l)

−1(τ 1+γl + τ γlh) + β2rl
k−1
j=0

(bj,l − bj+1,l)

· C(bk−j−1,l)
−1(τ 1+γl + τ γlh) + Cβ2rl(τ 1+γl + τ 1+γlh)

≤ C


β1 + β2rl

k−1
j=0

(bj,l − bj+1,l) + β2rlbk,l


· (bk,l)−1(τ 1+γl + τ γlh)

= C(β1 + β2rl)(bk,l)−1(τ 1+γl + τ γlh)

i.e.

|ek+1
l | ≤ C(bk,l)−1(τ 1+γl + τ γlh).

Because

lim
k→∞

(bk,l)−1

kγl
= lim

k→∞

k−γl

(k + 1)1−γl − k1−γl
= lim

k→∞

k−1

(1 +
1
k )

1−γl − 1
= lim

k→∞

k−1

(1 − γl)k−1
=

1
1 − γl

then ∥E k+1
∥∞ ≤ C(τ + h) when kτ ≤ T . �

5. Numerical examples

In order to demonstrate the effectiveness of our theoretical analysis, three examples are now presented.
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Table 1
Numerical solution, exact solution and absolute error at T = 1.0 of (13).

x Numerical solution Exact solution Error

0.1 0.16184371 0.16200000 0.00015629
0.2 0.51059931 0.51200000 0.00140069
0.3 0.87902481 0.88200000 0.00297519
0.4 1.14770234 1.15200000 0.00429766
0.5 1.24502781 1.25000000 0.00497219
0.6 1.14719659 1.15200000 0.00480341
0.7 0.87818473 0.88200000 0.00381527
0.8 0.50972531 0.51200000 0.00227469
0.9 0.16127925 0.16200000 0.00072075

Table 2
Maximum errors of the numerical solution and the
effect of grid size reduction at time T = 1.0 of (13).

h = τ Max error Error rate

1/50 9.4391 × 10−3

1/100 5.0134 × 10−3 1.88
1/200 2.5613 × 10−3 1.96
1/400 1.2781 × 10−3 2.00

Example 1. Consider the following problem:
β1

∂C(x, t)
∂t

+ β2D
γ (x,t)
t C(x, t) = −V

∂C(x, t)
∂x

+ D
∂2C(x, t)

∂x2
+ f (x, t), (x, t) ∈ Ω = [0, 1] × [0, T ],

C(x, 0) = 10x2(1 − x)2, 0 ≤ x ≤ 1,
C(0, t) = 0, C(1, t) = 0, 0 ≤ t ≤ T ,

(13)

where f (x, t) = f1(x, t) + f2(x, t) + f3(x, t) + f4(x, t) and

f1(x, t) = 10β1x2(1 − x)2, f2(x, t) =
10β2x2(1 − x)2t1−γ (x,t)

Γ (2 − γ (x, t))

f3(x, t) = 10V (t + 1)(2x − 6x2 + 4x3),
f4(x, t) = −10D(t + 1)(2 − 12x + 12x2).

The exact solution in Example 1 is C(x, t) = 10(t + 1)x2(1 − x)2. Let β1 = β2 = V = D = 1 and γ (x, t) = 1 − 0.5e−xt ,
when h = τ = 1/100, Table 1 gives the numerical solution, exact solution and the absolute error. Fig. 1 shows the
comparison of the numerical solution and exact solution (13) at T = 1.0. It can be seen that the numerical solution is
in good agreement with the exact solution. Table 2 presents the absolute value of the maximum errors of the numerical
solution and error rate at T = 1.0 of example 1. From this table it is easy to conclude that the order of convergence of the
implicit numerical scheme (7)–(8) is first-order. Fig. 2 shows the solution behavior of (13) at T = 1.0, T = 0.75, T = 0.5
and T = 0.25, respectively.

Example 2. Consider the following problem:
β1

∂C(x, t)
∂t

+ β2D
γ (x,t)
t C(x, t) = −V

∂C(x, t)
∂x

+ D
∂2C(x, t)

∂x2
+ f (x, t), (x, t) ∈ Ω = [0, 1] × [0, 1],

C(x, 0) = 5x(1 − x), 0 ≤ x ≤ 1,
C(0, t) = 0, C(1, t) = 0, 0 ≤ t ≤ 1,

(14)

where f (x, t) = f1(x, t) + f2(x, t) + f3(x, t) and

f1(x, t) = 5β1x(1 − x), f2(x, t) =
5β2x(1 − x)t1−γ (x,t)

Γ (2 − γ (x, t))
f3(x, t) = 5V (t + 1)(1 − 2x) + 10D(t + 1).

The exact solution in Example 2 is C(x, t) = 5(t + 1)x(1 − x). Let β1 = β2 = V = D = 1 and γ (x, t) =

0.8+0.005 cos(xt) sin(x), Table 3 presents the absolute value of themaximumerrors of the numerical solution and error rate
of (14). Fig. 3 plots the computational errors according to different time steps τ . It can be seen that the order of convergence
is first-order. The three-dimensional numerical solution of Example 2 is shown in Fig. 4.
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Fig. 2. Solution behavior of (13) at T = 0.25, T = 0.5, T = 1.0 and T = 2.0.

Example 3. Consider the following problem:
∂C(x, t)

∂t
+ Dγ (x,t)

t C(x, t) = −
∂C(x, t)

∂x
+

∂2C(x, t)
∂x2

, (x, t) ∈ Ω = [0, 1] × [0, 1],

C(x, 0) = sin(πx), 0 ≤ x ≤ 1,
C(0, t) = 0, C(1, t) = 0, 0 ≤ t ≤ 1,

(15)

where γ (x, t) = 0.8 + 0.05e−x sin t .

The three-dimensional numerical solution of Example 3 is shown in Fig. 5 which shows that the system exhibits a typical
mobile–immobile behavior.

6. Conclusion

In this paper, an implicit Euler approximation for the time variable fractional order mobile–immobile advection–
dispersion model has been described and demonstrated. We prove that the implicit Euler approximation is unconditionally
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Fig. 3. Numerical error as a function of the time step τ of (14).
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Fig. 4. Three-dimensional numerical solution of (14).

Table 3
Maximum errors of the numerical solution and
the effect of grid size reduction of (14).

h = τ Max error Error rate

1/50 2.1562 × 10−2

1/100 1.0825 × 10−2 1.99
1/200 5.4267 × 10−3 1.99
1/400 2.7164 × 10−3 2.00

stable. As convergence of the implicit Euler approximation in a special case is also discussed. Numerical examples are
provided to show that the implicit Euler approximation is computationally efficient.
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