Parameter Estimation for Tempered Fractional Time Series

Farzad Sabzikar
Department of Statistics, Iowa State University, Ames, IA 50011 USA
e-mail: sabzikar@iastate.edu
url: sabzikar.public.iastate.edu/

A. Ian McLeod
Department of Statistical and Actuarial Sciences, Western University, London, Ontario N6A 5B7 Canada
e-mail: aimcleod@uwo.ca
url: www.stats.uwo.ca/faculty/aim/

Mark M. Meerschaert
Department of Statistics and Probability, Michigan State University, East Lansing MI 48823 USA
e-mail: mcubed@stt.msu.edu
url: www.stt.msu.edu/users/mcubed/

Abstract: This paper develops the Whittle and maximum likelihood estimators for tempered fractional time series. These time series exhibit semi-long range dependence and are useful in modeling geophysical turbulence.

MSC 2010 subject classifications: Primary 62M10, 60G12; secondary 62P12.

Keywords and phrases: power-law spectrum, geophysical time series, Whittle and maximum likelihood estimator, R software package.

Contents

1 Introduction .................................................. 2
2 The ARTFIMA model ........................................ 2
2.1 Tempered fractional noise .................................. 10
3 Parameter estimation ......................................... 13
4 Applications .................................................. 21
5 Acknowledgments ............................................ 23
References ..................................................... 23
1. Introduction

Fractionally integrated time series have proven useful for modeling long range dependence \[6, 12\]. Recently, a model extension has been proposed based on tempered fractional calculus \[43\]. The autoregressive fractionally integrated moving average (ARFIMA) time series \(X_t = \Delta^d Y_t\) where \(\Delta^d = (I - B)^d\) using the backward shift operator \(BY_t = Y_{t-1}\), and \(Y_t\) is a classical autoregressive moving average (ARMA) time series. Similarly, the autoregressive tempered fractionally integrated moving average (ARTFIMA) time series is defined by \(X_t = \Delta^{d,\lambda} Y_t\) where \(Y_t\) is an ARMA time series, and the tempered fractional difference operator \(\Delta^{d,\lambda} = (I - e^{-\lambda B})^d\). The ARTFIMA model is a short range dependent time series that nonetheless exhibits semi-long range dependence \[43, \text{Eq. (30)}\]: For small values of the tempering parameter \(\lambda > 0\), the spectral density grows like a power law at low frequencies, but remains bounded as the frequency tends to zero. The same behavior is commonly observed in geophysical turbulence, and it was demonstrated in \[33\] that the ARTFIMA model provides a good fit to such data. In particular, the ARTFIMA model reproduces Kolmogorov scaling in the inertial range, but also fits the low frequency periodogram.

Fractional calculus was invented by Leibnitz, and recently has found numerous applications in science and engineering \[30, 34, 35, 36, 37, 44\]. Fractional derivatives are the limits of fractional difference quotients \[30, \text{Proposition 2.1}\], and similarly, tempered fractional derivatives are the limits of tempered fractional difference quotients \[30, \text{Proposition 7.8}\]. Fractional Brownian motion was invented by Kolmogorov \[25\] as a model for turbulence, using a spectral representation. Mandelbrot and Van Ness \[29\] gave the process its name, and wrote its moving average representation, a fractional integral in time of a continuous parameter Gaussian white noise. The simplest ARFIMA time series, a fractionally integrated Gaussian white noise, can be viewed as a fractional Brownian motion sampled at integer time points. Recently, a tempered fractional Brownian motion has been developed, as the tempered fractional integral of a Gaussian white noise \[31, 32\]. A tempered fractionally integrated Gaussian white noise can be obtained by sampling tempered fractional Brownian motion at integer time points.

This paper develops the basic theory and parameter estimation methods for ARTFIMA time series. Since these time series are mathematically short range dependent, the methods are classical. However, we develop explicit formulae needed for practical applications, including geophysical turbulence. This paper also documents an R package called artfima that is freely available on CRAN. An example application is included here to demonstrate the software, and to rigorously verify the results in \[33\].

2. The ARTFIMA model

In this section, define the ARTFIMA model, and develop some basic results including causality, invertibility, the covariance function and spectral density.
The tempered fractional difference operator is defined by:

\[ \Delta^{d,\lambda} f(x) = (I - e^{-\lambda j} B)^d f(x) = \sum_{j=0}^{\infty} \omega^{d,\lambda}_j f(x-j) \]  

(2.1)

where \( d > 0, \lambda > 0, \) and

\[ \omega^{d,\lambda}_j := (-1)^j \binom{d}{j} e^{-\lambda j} \quad \text{where} \quad \binom{d}{j} = \frac{\Gamma(1+d)}{j!\Gamma(1+d-j)} \]  

(2.2)

using the gamma function \( \Gamma(d) = \int_0^\infty e^{-x} x^{d-1} dx. \) Using the well-known property \( \Gamma(d+1) = d\Gamma(d), \) we can extend (2.1) to non-integer values of \( d < 0. \)

By a common abuse of notation, we call this a tempered fractional integral. If \( \lambda = 0, \) then equation (2.1) reduces to the usual fractional difference operator. See [32, 43] for more details.

**Definition 2.1.** The discrete time stochastic process \( \{X_t\}_{t \in \mathbb{Z}} \) is called an autoregressive tempered fractional integrated moving average time series, denoted by ARTFIMA \((p,\lambda,d,q)\), if \( \{X_t\} \) is a stationary solution with zero mean of the tempered fractional difference equations

\[ \Phi(B) \Delta^{d,\lambda}_1 X_t = \Theta(B) Z_t, \]  

(2.3)

where \( Z_t \) is a white noise sequence (i.i.d. with \( \mathbb{E}[Z_t] = 0 \) and \( \mathbb{E}[Z_t^2] = \sigma^2 \)), \( d \notin \mathbb{Z}, \lambda > 0, \) and \( \Phi(z) = 1 + \phi_1 z + \phi_2 z^2 + \ldots + \phi_p z^p, \) and \( \Theta(z) = 1 + \theta_1 z + \theta_2 z^2 + \ldots + \theta_q z^q \) are polynomials of degrees \( p, q \geq 0 \) with no common zeros.

**Remark 2.2.** It follows from Definition 2.1 that \( X_t \) is ARTFIMA \((p,\lambda,d,q)\) if and only if \( Y_t = \Delta^{d,\lambda}_1 X_t \) is an ARMA \((p,q)\) time series

\[ X_t + \sum_{j=1}^{p} \phi_j X_{t-j} = Z_t + \sum_{i=1}^{q} \theta_i Z_{t-i} \]

where \( \{Z_t\} \) is a white noise sequence.

**Theorem 2.3.** Suppose that \( X_t \) is an ARTFIMA \((p,\lambda,d,q)\) time series that satisfies Definition 2.1. If

\[ |\Phi(z)| > 0 \quad \text{and} \quad |\Theta(z)| > 0 \quad \text{for} \quad |z| \leq 1, \]  

(2.4)

then:

(a) \( X_t \) is causal, i.e.,

\[ X_t = \sum_{j=0}^{\infty} a_j^{-d,\lambda} Z_{t-j}, \]

where \( \sum_{j=0}^{\infty} |a_j^{-d,\lambda}| < \infty; \) and
(b) $X_t$ is invertible, i.e.,

$$Z_t = \sum_{j=0}^{\infty} c_j^{d,\lambda} X_{t-j},$$

where $\sum_{j=0}^{\infty} |c_j^{d,\lambda}| < \infty$.

Proof. By inverting the operator $\Delta^{d,\lambda}$, we get

$$W_t = \Delta^{-d,\lambda} Z_t = \sum_{j=0}^{\infty} (-1)^j e^{-\lambda j} \left( \begin{array}{c} -d \\ j \end{array} \right) Z_{t-j} = \sum_{j=0}^{\infty} \omega_j^{d,\lambda} Z_{t-j}. \quad (2.5)$$

Since $\omega_j^{d,\lambda}$ has the same sign for all large $j$ (e.g., see [30, Eq. (2.4)]) and

$$\sum_{j=0}^{\infty} \omega_j^{d,\lambda} = \sum_{j=0}^{\infty} (-1)^j e^{-\lambda j} \left( \begin{array}{c} d \\ j \end{array} \right) = (1 - e^{-\lambda})^d < \infty,$$

by the fractional binomial formula (e.g., see Hille [19, p. 147]) it follows that

$$\sum_{j=0}^{\infty} |\omega_j^{d,\lambda}| < \infty \quad (2.6)$$

for all $\lambda > 0$ and all $d \notin \mathbb{Z}$. Define $A_{\lambda} B := \Delta^{-d,\lambda} \Theta(B) \Phi(B)^{-1}$ and write $\Theta(z) \Phi(z)^{-1} = \sum_{j=0}^{\infty} b_j z^j$ for $|z| \leq 1$. Then

$$A_{\lambda}(z) = (1 - e^{-\lambda} z)^{-d} \Theta(z) \Phi(z)^{-1} = \left( \sum_{i=0}^{\infty} \omega_i^{d,\lambda} z^i \right) \left( \sum_{s=0}^{\infty} b_s z^s \right) = \sum_{j=0}^{\infty} a_j^{d,\lambda} z^j,$$

where

$$a_j^{d,\lambda} = \sum_{s=0}^{j} \omega_s^{d,\lambda} b_{j-s} \quad (2.7)$$

for $j \geq 0$. Since $X_t$ satisfies (2.3), we can write

$$X_t = \Delta^{-d,\lambda} \Theta(B) Z_t = \left( \sum_{j=0}^{\infty} a_j^{d,\lambda} B^j \right) Z_t = \sum_{j=0}^{\infty} a_j^{d,\lambda} Z_{t-j}. \quad (2.8)$$

where $a_j^{d,\lambda}$ is given by (2.7). Under assumption (2.4), $|\Theta(z)/\Phi(z)| < \infty$, for $|z| \leq 1 + \varepsilon$, and the convergence of the series $\Theta(z)/\Phi(z)$ implies that $|b_j| \leq C(1 + \varepsilon)^{-j}$ for $j \geq 0$ (e.g., see [12, Theorem 7.2.3] or [6, Theorem 3.1.1]). By
applying (2.7), we have
\[
\sum_{j=0}^{\infty} |a_{j}^{d,\lambda}| = \sum_{j=0}^{\infty} \left| \sum_{s=0}^{j} \omega_{s}^{d,\lambda} b_{j-s} \right| \leq \sum_{j=0}^{\infty} \sum_{s=0}^{j} |\omega_{s}^{d,\lambda}| |b_{j-s}|
\]
\[
= \sum_{s=0}^{\infty} \sum_{j=s}^{\infty} |\omega_{s}^{d,\lambda}| |b_{j-s}| = \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} |\omega_{s}^{d,\lambda}| |b_{t}|
\]
\[
\leq C \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} |\omega_{s}^{d,\lambda}| (1 + \varepsilon)^{-t} = C \sum_{s=0}^{\infty} |\omega_{s}^{d,\lambda}| \sum_{t=0}^{\infty} (1 + \varepsilon)^{-t} < \infty
\]
\[(2.9)\]

since \(\sum_{s=0}^{\infty} |\omega_{s}^{d,\lambda}|\) is finite by (2.6) and \(\sum_{t=0}^{\infty} (1 + \varepsilon)^{-t} < \infty\). Now it follows from Brockwell and Davis [6, Proposition 3.1.2] that \(\{X_{t}\}\), given by (2.8), is stationary and converges absolutely with probability one and this proves (a).

The white noise sequence \(\{Z_{t}\}\) has spectral representation
\[
Z_{t} = \int_{-\pi}^{\pi} e^{it\nu} dW(\nu)
\]
where \(W(\nu)\) is an orthogonal increment process on \((-\pi, \pi)\) with \(\mathbb{E}[dW(\nu)] = 0, \mathbb{E}[dW(\nu)^{2}] = d\nu/2\pi\) and \(\mathbb{E}[dW(\nu)dW(\eta)] = 0\) for \(\nu \neq \eta\) (e.g., see [12, Chapter 2]). Because \(\sum_{j=0}^{\infty} a_{j}^{d,\lambda} e^{-ij\nu} = (1 - e^{-\lambda+i\nu})^{-d}\Theta(e^{-i\nu})/\Phi(e^{-i\nu})\), [12, Theorem 2.2.1] implies that
\[
X_{t} = \int_{-\pi}^{\pi} e^{it\nu}(1 - e^{-(\lambda+i\nu)})^{-d} \frac{\Theta(e^{-i\nu})}{\Phi(e^{-i\nu})} dW(\nu).
\]
\[(2.10)\]

Define \(B_{\lambda}(B) := \Delta_{1}^{d,\lambda} \Phi(B)/\Theta(B)\). Write \(\Phi(z)/\Theta(z) = \sum_{j=0}^{\infty} c_{j} z^{j}\) for \(|z| \leq 1\) so that
\[
B_{\lambda}(z) = (1 - e^{-\lambda z})^{-d} \frac{\Phi(z)}{\Theta(z)} = \left( \sum_{i=0}^{\infty} \omega_{i}^{d,\lambda} z^{i} \right) \left( \sum_{s=0}^{\infty} c_{s} z^{s} \right) = \sum_{j=0}^{\infty} c_{j}^{d,\lambda} z^{j},
\]
where
\[
c_{j}^{d,\lambda} = \sum_{s=0}^{j} \omega_{s}^{d,\lambda} c_{j-s}
\]
\[(2.11)\]
for \(j \geq 0\). It is easy to check that \(\sum_{j=0}^{\infty} c_{j}^{d,\lambda} e^{-ij\nu} = (1 - e^{-(\lambda+i\nu)})^{d} \Phi(e^{-i\nu})/\Theta(e^{-i\nu})\).
Now, apply (2.10) to get:

$$\sum_{j=0}^{\infty} c_j^{d,\lambda} B^j X_t = \sum_{j=0}^{\infty} c_j^{d,\lambda} X_{t-j}$$

$$= \sum_{j=0}^{\infty} c_j^{d,\lambda} \int_{-\pi}^{\pi} e^{i(t-j)\nu} (1 - e^{-i(\lambda+i\nu)})^{-d} \frac{\Theta(e^{-i\nu})}{\Phi(e^{-i\nu})} dW(\nu)$$

$$= \int_{-\pi}^{\pi} \left( \sum_{j=0}^{\infty} c_j^{d,\lambda} e^{-ij\nu} \right) e^{it\nu} (1 - e^{-i(\lambda+i\nu)})^{-d} \frac{\Theta(e^{-i\nu})}{\Phi(e^{-i\nu})} dW(\nu)$$

$$= \int_{-\pi}^{\pi} (1 - e^{-i(\lambda+i\nu)})^d (1 - e^{-i(\lambda+i\nu)})^{-d} \frac{\Phi(e^{-i\nu}) \Theta(e^{-i\nu})}{\Theta(e^{-i\nu}) \Phi(e^{-i\nu})} e^{it\nu} dW(\nu)$$

$$= Z_t.$$  \hfill (2.12)

Under assumption (2.4), \(|\Phi(z)/\Theta(z)| < \infty\), for \(|z| \leq 1 + \varepsilon\), and the convergence of the series \(\Phi(z)/\Theta(z)\) implies that

$$|c_j| \leq K(1 + \varepsilon)^{-j},  \hfill (2.13)$$

for \(j \geq 0\), see [12, Theorem 7.2.3]. Now apply (2.11) and (2.13) to write

$$\sum_{j=0}^{\infty} |c_j^{d,\lambda}| = \sum_{j=0}^{\infty} \left| \sum_{s=0}^{j} \omega_s^{d,\lambda} c_{j-s} \right| \leq \sum_{j=0}^{\infty} \sum_{s=0}^{j} |\omega_s^{d,\lambda}| |c_{j-s}| \leq K \sum_{s=0}^{\infty} (1 + \varepsilon)^{-l}$$

since \(\sum_{s=0}^{\infty} |\omega_s^{d,\lambda}|\) is finite by (2.6) and \(\sum_{l=0}^{\infty} (1 + \varepsilon)^{-l} < \infty\). Now [6, Proposition 3.1.2] implies that \(\{Z_t\}\) in (2.12) is stationary and converges absolutely with probability one, so \(X_t\) is invertible, which proves (b).

In order to compute the covariance function of the ARTFIMA\((p, \lambda, d, q)\) process \(X_t\), we first recall a useful computational form of the spectral density for the ARMA\((p, q)\) process \(\Phi(B)U_t = \Theta(B)Z_t\), where \(Z_t\) is a white noise with \(E[Z_t^2] = \sigma^2\). Under assumption (2.4), \(\Phi(x)\) can be written

$$\Phi(x) = \prod_{j=1}^{p} (1 - \rho_j x),$$

where \(\rho_1, \ldots, \rho_p\) are the complex numbers such that \(|\rho_n| < 1\) for \(n = 1, 2, \ldots, p\).
(see Sowell [46, Section 4]). Then the spectral density of \( U_t \) is
\[
\begin{align*}
    f_U(\nu) &= \frac{\sigma^2}{2\pi} \left| \Theta(e^{-i\nu}) \right|^2 \\
    &= \frac{\sigma^2}{2\pi} \left| \Theta(e^{-i\nu}) \right|^2 \prod_{j=1}^{p} (1 - \rho_j \omega)^{-1} (1 - \rho_j^{-1} \omega)^{-1},
\end{align*}
\]
where \( \omega = e^{-i\nu} \). According to Sowell [46, Section 4], the spectral density of \( U_t \) can also be written as
\[
\begin{align*}
    f_U(\nu) &= \frac{\sigma^2}{2\pi} \sum_{l=-q}^{q} \psi(l)\omega^{l} \sum_{j=1}^{p} \omega^{p} \zeta_{j} \left[ \frac{\rho_j^{2p}}{(1 - \rho_j \omega)} - \frac{1}{(1 - \rho_j^{-1} \omega)} \right], \\
    \psi(l) &= \max\{q, q + l\} \sum_{s=\min[0, l]} \theta_s \theta_{s-l}, \\
    \zeta_{j} &= \frac{\sigma^2}{2\pi} \left( \rho_j \prod_{i=1}^{p} (1 - \rho_i \rho_j) \prod_{m \neq j} (\rho_j - \rho_m) \right)^{-1}.
\end{align*}
\]

Recall that the Gaussian hypergeometric function
\[
\begin{align*}
    2F_1(a; b; c; z) &= \sum_{j=0}^{\infty} \frac{\Gamma(a+j)\Gamma(b+j)\Gamma(c)}{\Gamma(a)\Gamma(b)\Gamma(c+j)\Gamma(j+1)} z^j \\
    &= 1 + \frac{a \cdot b}{c \cdot 1} z + \frac{a(a+1)b(b+1)}{c(c+1) \cdot 2} z^2 + \ldots
\end{align*}
\]
is defined for all complex numbers \( a \) and \( b \), all complex \( |z| < 1 \) and real \( c \) not a negative integer. As \( c \rightarrow -n \), a negative integer, we have
\[
\begin{align*}
    \lim_{c \rightarrow -n} 2F_1(a; b; c; z) &= a(a+1) \ldots (a+n)b(b+1) \ldots (b+n) \\
    &\cdot z^{n+1} 2F_1(a + n + 1; b + n + 1; n + 2; z).
\end{align*}
\]
Hence when \( c = -n \) we define \( 2F_1(a; b; c; z) \) using this limit. We refer the reader to [15, Chapter 9] for more details about the Gaussian hypergeometric function.

**Theorem 2.4.** Suppose that \( X_t \) is an ARTFIMA\((p, \lambda, d, q)\) time series that satisfies Definition 2.1, and that (2.4) holds. Then:

(a) \( \{X_t\} \) has the spectral density
\[
\begin{align*}
    f_X(\nu) &= \frac{\sigma^2}{2\pi} \left| \Theta(e^{-i\nu}) \right|^2 \left| 1 - e^{-(\lambda+i\nu)} \right|^{-2d} \\
    &\quad \text{for } -\pi \leq \nu \leq \pi.
\end{align*}
\]
Proof. (a) Use (2.3) to write \( X_t = \psi_X(B)Z_t \) where \( \psi_X(z) = (1-e^{-\lambda z})^{-d}\Theta(z)/\Psi(z) \). Then the general theory of linear filters implies that \( X_t \) has spectral density \( f_X(\nu) = |\psi_X(e^{-i\nu})|^2 f_Z(\nu) \) using the complex absolute value (e.g., see [6]). Since the white noise process \( \{Z_t\} \) has spectral density \( f_Z(\nu) = (2\pi)^{-1}\sigma^2 \), it follows that (2.15) holds.

(b) Using (2.14), we can rewrite the spectral density of \( X_t \) in the form

\[
f_X(\nu) = \left(1 - e^{-(\lambda + \nu)}\right)^{-d} \left(1 - e^{-(\lambda - \nu)}\right)^{-d} h_U(\nu)
= \frac{\sigma^2}{2\pi} \left|\Theta(\omega)\right|^2 \left(1 - e^{-(\lambda + \nu)}\right)^{-d} \left(1 - e^{-(\lambda - \nu)}\right)^{-d}
= \frac{\sigma^2}{2\pi} \sum_{l=-q}^{q} \sum_{j=1}^{p} \psi(l)\zeta_j \left[ \rho_j^{2p} - \frac{1}{(1 - \rho_j \omega)} \right]
\left(1 - e^{-(\lambda + \nu)}\right)^{-d} \left(1 - e^{-(\lambda - \nu)}\right)^{-d} \omega^{p+l}.
\]

Next, we compute the covariance function of \( X_t \). Recall that the covariance function \( \gamma(k) \) and spectral density \( f(\nu) \) are connected via \( \gamma(k) = \mathbb{E}[X_tX_{t+k}] = \int_{-\pi}^{\pi} f(\nu)e^{i\nu k} \, d\nu \). Therefore we have

\[
\gamma_X(k) = \int_{-\pi}^{\pi} f_X(\nu)e^{i\nu k} \, d\nu
= \frac{\sigma^2}{2\pi} \sum_{l=-q}^{q} \sum_{j=1}^{p} \psi(l)\zeta_j \left[ \rho_j^{2p} - \frac{1}{(1 - \rho_j \omega)} \right]
\left(1 - e^{-(\lambda + \nu)}\right)^{-d} \left(1 - e^{-(\lambda - \nu)}\right)^{-d} \omega^{p+l} e^{i\nu k} \, d\nu
= \frac{\sigma^2}{2\pi} \sum_{l=-q}^{q} \sum_{j=1}^{p} \psi(l)\zeta_j C(d, \lambda, s - l - p, \rho_j),
\]
where
\[ C(d, \lambda, h, \rho) = \int_{-\pi}^{\pi} \left[ \frac{\rho^{2p}}{1 - \rho \omega} - \frac{1}{1 - \rho^{-1} \omega} \right] \left( 1 - e^{-(\lambda+i\nu)} \right)^{-d} \left( 1 - e^{-(\lambda-i\nu)} \right)^{-d} e^{i\nu h} d\nu. \] (2.18)

Next we write another form of \( C(d, \lambda, h, \rho) \) by using the geometric series expansion:
\[ \frac{\rho^{2p}}{1 - \rho \omega} = \frac{\rho^{2p}}{1 - \rho e^{-i\nu}} = \rho^{2p} \sum_{m=0}^{\infty} (\rho e^{-i\nu})^m \]

and
\[ \frac{-1}{1 - \rho^{-1} \omega} = \frac{-1}{1 - \rho^{-1} e^{-i\nu}} = -1 + \sum_{n=0}^{\infty} (\rho e^{i\nu})^n = \sum_{n=1}^{\infty} (\rho e^{i\nu})^n. \]

Using the spectral density of the ARTFIMA(0, d, \lambda, 0) process \( W_t = \Delta^{-d,\lambda}Z_t \) given by
\[ f_W(\nu) = \frac{\sigma^2}{2\pi} \left| 1 - e^{-(\lambda+i\nu)} \right|^{-2d} = \frac{\sigma^2}{2\pi} (1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda})^{-d}. \] (2.19)

we can then write
\[ C(d, \lambda, h, \rho) = \int_{-\pi}^{\pi} \rho^{2p} \sum_{m=0}^{\infty} (\rho e^{-i\nu})^m \left( 1 - e^{-(\lambda+i\nu)} \right)^{-d} \left( 1 - e^{-(\lambda-i\nu)} \right)^{-d} e^{i\nu h} d\nu \]
\[ + \int_{-\pi}^{\pi} \sum_{n=1}^{\infty} (\rho e^{i\nu})^n \left( 1 - e^{-(\lambda+i\nu)} \right)^{-d} \left( 1 - e^{-(\lambda-i\nu)} \right)^{-d} e^{i\nu h} d\nu \]
\[ = \rho^{2p} \sum_{m=0}^{\infty} \rho^m \int_{-\pi}^{\pi} \frac{2\pi}{\sigma^2} f_W(\nu) e^{i\nu(h-m)} d\nu + \sum_{n=1}^{\infty} \rho^n \int_{-\pi}^{\pi} \frac{2\pi}{\sigma^2} f_W(\nu) e^{i\nu(h+n)} d\nu \]
\[ = \rho^{2p} \sum_{m=0}^{\infty} \rho^m \frac{2\pi}{\sigma^2} \gamma_W(h-m) d\nu + \sum_{n=1}^{\infty} \rho^n \frac{2\pi}{\sigma^2} \gamma_W(h+n). \] (2.20)

Next note that the covariance function of \( W_t = \Delta^{-d,\lambda}Z_t \) is given by
\[ \gamma_W(k) = \int_{-\pi}^{\pi} \cos(k\nu) f_W(\nu) d\nu \]
\[ = \frac{\sigma^2}{2\pi} \int_{-\pi}^{\pi} \cos(k\nu) \left( 1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda} \right)^d d\nu \]
\[ = \frac{\sigma^2}{2\pi} \int_{0}^{2\pi} \left( -1 \right)^k \cos(k\nu') \left( 1 + 2e^{-\lambda} \cos \nu' + e^{-2\lambda} \right)^d d\nu' [\nu' := \nu + \pi] \]
\[ = \sigma^2 e^{-\lambda \gamma} \Gamma(k+d) \frac{1}{\Gamma(d)\Gamma(k+1)} 2F_1(d; k+d; k+1; e^{-2\lambda}), \] (2.21)
where we applied the integral formula (see [15], Eq. 9.112):

$$
\frac{1}{2\pi} \int_0^{2\pi} \frac{\cos k\omega}{(1 - 2z \cos \omega + z^2)^d} \, d\omega = \frac{z^k \Gamma(d + k)}{\Gamma(d) \Gamma(k + 1)} 2F_1(d; k + d; k + 1; z^2).
$$

Substituting (2.21) into (2.20) it follows that (2.16) holds.

To complete the proof, we need to justify the interchange of the sum and integral in (2.20), observe that for any $d \notin \mathbb{Z}$ and any $|\rho| < 1$ we have

$$
\int_{-\pi}^{\pi} \sum_{s=0}^{\infty} |\rho|^s \left(1 - e^{-(\lambda + iv)}\right)^{-d} \left(1 - e^{-(\lambda - iv)}\right)^{-d} e^{ivh} \, dv
$$

$$
\leq \int_{-\pi}^{\pi} \sum_{s=0}^{\infty} |\rho|^s \left(1 - e^{-(\lambda + iv)}\right)^{-d} \left(1 - e^{-(\lambda - iv)}\right)^{-d} e^{ivh} \, dv
$$

$$
= \frac{1}{1 - |\rho|} \int_{-\pi}^{\pi} \left(1 - e^{-(\lambda + iv)}\right)^{-d} \left(1 - e^{-(\lambda - iv)}\right)^{-d} e^{ivh} \, dv
$$

$$
= \frac{1}{1 - |\rho|} \int_{-\pi}^{\pi} (1 - 2e^{-\lambda \cos v} e^{-2\lambda})^{-d} \, dv
$$

$$
= 2\pi \gamma_W(0) < \infty,
$$

where we applied (2.21) for $k = 0$. 

\[ \Box \]

### 2.1. Tempered fractional noise

An important special case of the ARTFIMA($p, \lambda, d, q$) process is when $p = q = 0$. This tempered fractional noise $W_t = \Delta^{-\lambda,\lambda} Z_t$ has spectral density $f_W(\nu)$ given by (2.19) and covariance function $\gamma_W(k)$ given by (2.21).

**Theorem 2.5.** Let $W_t$ be a tempered fractional noise, i.e., an ARTFIMA($p, d, \lambda, q$) time series as in Definition 2.1 with $p = q = 0$, $d \notin \mathbb{Z}$, and $\lambda > 0$. Then

$$
\sum_{k=0}^{\infty} |\gamma_W(k)| < \infty \quad \text{and} \quad \sum_{k=-\infty}^{\infty} \gamma_W(k) = \sigma^2 (1 - e^{-\lambda})^{-2d}. \quad (2.22)
$$

**Proof.** Recall that the covariance function of the zero mean moving average process $W_t = \sum_{j=0}^{\infty} a_j Z_{t-j}$ can be written as

$$
\gamma_W(k) = \mathbb{E}[W_0 W_k] = \sigma^2 \sum_{j=0}^{\infty} a_j a_{j+k}
$$

for $k \geq 0$ (see [12], Chapter 2). Therefore, using (2.5) we can write

$$
\gamma_W(k) = \mathbb{E}[W_0 W_k] = \sigma^2 \sum_{j=0}^{\infty} \omega_j^{d,\lambda} \omega_{j+k}^{-d,\lambda}
$$
for $k \geq 0$. Since $\sum_{j=0}^{\infty} |\omega_j^{-d,\lambda}| < \infty$ and $\sum_{j=0}^{\infty} \omega_j^{-d,\lambda} = (1 - e^{-\lambda})^{-d}$, it follows that

$$\sum_{k=0}^{+\infty} |\gamma_W(k)| \leq \sigma^2 \sum_{k=0}^{\infty} \sum_{j=0}^{\infty} |\omega_j^{-d,\lambda}| \omega_{j+k}^{-d,\lambda} \leq \sigma^2 \left( \sum_{j=0}^{\infty} |\omega_j^{-d,\lambda}| \right)^2 < \infty$$

and

$$\sum_{k=-\infty}^{\infty} \gamma_W(k) = \gamma(0) + 2 \sum_{k=1}^{\infty} \gamma_W(k)$$

$$= \sigma^2 \left( \sum_{j=0}^{\infty} (\omega_j^{-d,\lambda})^2 + 2 \sum_{k=1}^{\infty} \sum_{j=0}^{\infty} \omega_j^{-d,\lambda} \omega_{j+k}^{-d,\lambda} \right)$$

$$= \sigma^2 \left( \sum_{j=0}^{\infty} (\omega_j^{-d,\lambda})^2 + 2 \sum_{j=0}^{\infty} \sum_{l=j+1}^{\infty} \omega_j^{-d,\lambda} \omega_{l}^{-d,\lambda} \right)$$

$$= \sigma^2 \left( \sum_{j=0}^{\infty} (\omega_j^{-d,\lambda})^2 + \sum_{j=0}^{\infty} \sum_{l=0, l \neq j}^{\infty} \omega_j^{-d,\lambda} \omega_{l}^{-d,\lambda} \right)$$

$$= \sigma^2 \left( \sum_{j=0}^{\infty} \omega_j^{-d,\lambda} \right)^2 = \sigma^2 (1 - e^{-\lambda})^{-2d}$$

and this completes the proof.

\[\square\]

**Remark 2.6.** If $W_t$ is a fractional noise, ARTFIMA($0, d, 0, 0$), we have:

$$\sum_{k=0}^{+\infty} |\gamma(k)| < \infty \quad \text{and} \quad \sum_{k=-\infty}^{+\infty} \gamma(k) = 0 \quad \text{for } -\frac{1}{2} < d < 0;$$

and

$$\sum_{k=0}^{+\infty} |\gamma(k)| = \infty \quad \text{for } 0 < d < \frac{1}{2},$$

see Proposition 3.2.1 in [12]. This is consistent with Theorem 2.5, as the last term in (2.22) tends to zero or infinity, depending on the sign of $d$, as $\lambda \to 0$.

**Remark 2.7.** Here we compare the covariance function (2.21) of a tempered fractional noise to that of a fractional noise. The Gaussian hypergeometric function is related to the gamma function by ([1], Eq. 15.1.20):

$$2F_1(a; b; c; z) = \frac{\Gamma(c)\Gamma(c - a - b)}{\Gamma(c - a)\Gamma(c - b)}$$

(2.23)

for $c - a - b > 0$. For the sake of completeness, we give the proof of (2.23). The Gaussian hypergeometric function $2F_1(a; b; c; z)$ has the integral representation

$$2F_1(a; b; c; z) = \frac{\Gamma(c)}{\Gamma(b)\Gamma(c - b)} \int_{0}^{1} t^{b-1}(1 - t)^{c-b-1}(1 - tz)^{-a} \, dt$$

(2.24)
for $c > b > 0$ (see [1], Eq. 15.3.1). By taking the limit of the above integral representation as $z \to 1$ we get
\[
\begin{align*}
2F_1(a; b; c; 1) &= \lim_{z \to 1} 2F_1(a; b; c; z) \\
&= \lim_{z \to 1} \frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \int_0^1 t^{b-1}(1-t)^{c-b-1}(1-tz)^{-a} \, dt \\
&= \frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \int_0^1 t^{b-1}(1-t)^{c-b-1} \, dt \\
&= \frac{\Gamma(c)}{\Gamma(b)\Gamma(c-b)} \frac{\Gamma(b)\Gamma(c-a-b)}{\Gamma(b)\Gamma(c-a)} \\
&= \frac{\Gamma(c)\Gamma(c-a-b)}{\Gamma(c-a)\Gamma(c-b)}
\end{align*}
\]
which gives the desired result. Here $B(p, q) = \frac{\Gamma(p)\Gamma(q)}{\Gamma(p+q)}$ is beta function. Let $\lambda = 0$ in (2.21) and apply (2.23) to get
\[
\begin{align*}
\gamma(k) &= \mathbb{E}(X_tX_{t+k}) = \frac{\sigma^2\Gamma(d+k)}{\Gamma(d)\Gamma(k+1)} 2F_1(d; k+d; k+1; 1) \\
&= \frac{\sigma^2}{\Gamma(d)\Gamma(1-d)} \frac{\Gamma(k+d)\Gamma(1-2d)}{\Gamma(k+1-d)\Gamma(k+1-d)} \Gamma(d)
\end{align*}
\]
which is the autocovariance function of ARFIMA(0, d, 0), see [47], for $|d| < \frac{1}{2}$.

Peiris [38] has proposed a generalized autoregressive GAR(p) time series model $(1 - \beta B)^d V_t = Z_t$ for applications in finance, where $|\beta| < 1$ and $BZ_t = Z_{t-1}$ is the backward shift operator. Taking $\beta = e^{-\lambda}$ we obtain a tempered fractional noise ARTFIMA(0, d, \lambda, 0).

**Lemma 2.8.** The covariance function of the tempered fractional noise $W_t = \Delta^{-d, \lambda} Z_t$ satisfies
\[
\gamma_W(k) \sim \frac{\sigma^2(1 - e^{-2\lambda})^{-d}}{\Gamma(d)} e^{-\lambda k} k^{d-1} \quad \text{as } k \to \infty.
\]  
**Proof.** Hosking [20] derived the asymptotic covariance function of the GAR(p) time series model $(1 - \beta B)^d V_t = Z_t$,
\[
\gamma_V(k) = \beta^k \frac{(k+d-1)!}{k! (d-1)!} 2F_1(d; k+d; k+1; \beta^2) \sim \frac{(1 - \beta^2)^{-d}}{(d-1)!} \beta^k k^{d-1}
\]  
as $k \to \infty$. Substitute $e^{-\lambda} = \beta$ in (2.21) and apply (2.27) to get the desired result.

**Remark 2.9.** We say that a stationary process $\{X_t\}$ exhibits long range dependence if
\[
\sum_{k=0}^{\infty} \left| \gamma(k) \right| = \infty,
\]
where $\gamma(k) = \mathbb{E}[X_t X_{t+k}]$ is the covariance function. Fractional noise is long range dependent when $0 < d < \frac{1}{2}$. Theorem 2.5 shows that tempered fractional noise is not long range dependent, but it does exhibit semi-long range dependence when $0 < d < \frac{1}{2}$. That is, for $\lambda > 0$ sufficiently small, the last term in (2.19) is large, since it tends to infinity as $\lambda \to 0$. Furthermore, Lemma 2.8 shows that, for small $\lambda > 0$, the covariance (2.26) falls off like $k^{d-1}$ for moderately large values of $k$, but then falls off exponentially for very large lags $k \to \infty$.

Finally, for small $\lambda > 0$, the spectral density grows like $|\nu|^{-2d}$ for moderately small $\nu$, but then remains bounded for very small frequencies $\nu \to 0$.

3. Parameter estimation

In this section, we prove the consistency and asymptotic normality of the maximum likelihood and Whittle estimators for the parameters of an ARTFIMA($p, \lambda, d, q$) time series, and we explicitly compute the asymptotic covariance matrix.

Recall from (2.17) that the ARTFIMA($p, \lambda, d, q$) spectral density can be written in the form

$$f_X(\nu; \theta) = \frac{\sigma^2}{2\pi} \left| \frac{\Theta(e^{-i\nu})}{\Phi(e^{-i\nu})} \right|^2 \left(1 - 2e^{-\lambda \cos \nu} + e^{-2\lambda} \right)^{-d}$$

for $\nu \in (-\pi, \pi)$, where $\sigma > 0$, and $\theta = (\phi_1, \ldots, \phi_p, \theta_1, \ldots, \theta_q, d, \lambda)$.

Let $X = (X_1, \ldots, X_N)$ be a realization of the ARTFIMA($p, \lambda, d, q$) time series with sample size $N$ and consider the periodogram

$$I_X(\nu) := \frac{1}{2\pi N} \left| \sum_{t=1}^{N} X_t e^{it\nu} \right|^2.$$  

Define

$$Q_X(\theta) := \int_{-\pi}^{\pi} I_X(\nu) d\nu$$

and

$$D_N(X, \sigma, \theta) := \frac{1}{2\sigma^2} Q_X(\theta) + \log \sigma.$$

Let $\sigma_0$ and $\theta_0$ denote the true parameter values of $\sigma \in (0, \infty)$ and $\theta = (\phi_1, \ldots, \phi_p, \theta_1, \ldots, \theta_q, d, \lambda) \in \Xi$, respectively, where $\Xi = \mathbb{R}^{p+q+1} \times (0, \infty)$. Define $\Omega = (0, \infty) \times \Xi$.

Definition 3.1. The Whittle estimators of $\sigma_0$ and $\theta_0$ based on $X = (X_1, \ldots, X_N)$ are defined by

$$\bar{\sigma}_N, \bar{\theta}_N := \arg \min \{D_N(X, \sigma, \theta) : (\sigma, \theta) \in \Omega \},$$

so that $\bar{\theta}_N = \arg \min \{Q_X(\theta) : \theta \in \Xi \}$ and $\bar{\sigma}_N^2 = Q_X(\theta_N)$. 
In order to obtain consistency, we make the standard assumption that the parameter vector \((\sigma, \theta)\) is restricted to a compact set \(\Omega_0\). Choose this set so that \(d \in [-1/2, 1/2]\), and so that \((\sigma_0, \theta_0)\) is an interior point. Other values of \(d\) can be obtained by differencing.

**Theorem 3.2.** The Whittle estimators (3.5) over the compact parameter space \(\Omega_0\) are strongly consistent. That is,

\[
\lim_{N \to \infty} \hat{\theta}_N = \theta_0 \quad \text{a.s.}
\]

and

\[
\lim_{N \to \infty} \hat{\sigma}_N^2(\hat{\theta}_N) = \sigma_0^2 \quad \text{a.s.}
\]

**Proof.** First we check that the ARTFIMA\((p, \lambda, d, q)\) time series is ergodic. For this, it is sufficient (e.g., see Hamilton [16, p. 504]) that

\[
\sum_{j=0}^{\infty} |a_{-d,\lambda}^j| < \infty
\]

(3.6)

where \(a_{-d,\lambda}^j\) are the moving average weights defined by (2.7). As in the proof of Theorem 2.3 we have \(|b_j| \leq C_1(1 + \varepsilon)^{-j}\) for \(j \geq 0\). An application of Stirling’s approximation (e.g., see [30, Eq. (2.5)]) yields that \(|\omega_j^{-d,\lambda}| \leq C_2 j^{\alpha - 1} e^{-\lambda j}\) for all \(j > 0\), and note that \(\omega_0^{-d,\lambda} = 1\). Now write

\[
\sum_{j=0}^{\infty} j|a_{-d,\lambda}^j| \leq \sum_{j=0}^{\infty} \sum_{s=0}^{j} j|\omega_s^{-d,\lambda} b_{j-s}| = \sum_{s=0}^{\infty} \sum_{j=s}^{\infty} j|\omega_s^{-d,\lambda} b_{j-s}|
\]

\[
\leq C_1 \sum_{s=0}^{\infty} \sum_{t=0}^{\infty} (s + t)|\omega_s^{-d,\lambda}| (1 + \varepsilon)^{-t} := C_1 \sum_{s=0}^{\infty} |\omega_s^{-d,\lambda}| (A + Bs)
\]

where

\[
A = \sum_{t=1}^{\infty} t(1 + \varepsilon)^{-t} = (1 + \varepsilon)^{-1}(1 - (1 + \varepsilon)^{-1})^{-2} < \infty,
\]

\[
B = \sum_{t=0}^{\infty} (1 + \varepsilon)^{-t} = (1 - (1 + \varepsilon)^{-1})^{-1} < \infty.
\]

Since

\[
\sum_{s=0}^{\infty} s|\omega_s^{-d,\lambda}| \leq \sum_{s=1}^{\infty} C_2 j^{\alpha} e^{-\lambda j} < \infty
\]

it follows using (2.6) that (3.6) holds, and hence the time series is ergodic. Then we can apply Theorem 8.2.1 in [12] (see also Theorem 1 in Hannan [17]). This requires us to verify the conditions:
(1) The parameters \((\sigma, \theta) \in \Omega\) determine the spectral density function (3.1) uniquely.
(2) \(1/(K(\nu, \theta) + a)\) is continuous in \((\nu, \theta) \in (-\pi, \pi) \times \Xi\), for all \(a > 0\).
(3) \(\sum_{j=0}^{\infty} (a_j^{-d,\lambda})^2 < \infty\) and \(a_0^{-d,\lambda} = 1\) where \(a_j^{-d,\lambda}\) is given by (2.7).

Since \(d\) is not an integer, it is easy to see that condition (1) holds. Since \(K(\nu, \theta)\) is continuous and strictly positive for \(\lambda > 0\), it is apparent that condition (2) holds. From (2.9) it follows that \(|a_j^{-d,\lambda}| \leq C_3\) for all \(j \geq 0\). Then it follows easily from (3.6) that

\[
\sum_{j=0}^{\infty} j(a_j^{-d,\lambda})^2 \leq C_3 \sum_{j=0}^{\infty} j|a_j^{-d,\lambda}| < \infty.
\]

(3.7)

It is also easy to see that \(a_0^{-d,\lambda} = \omega_0^{-d,\lambda} b_0 = 1\). Then Condition (3) follows, and now the proof is complete.

Theorem 3.3. The Whittle estimators (3.5) over the compact parameter space \(\Omega_0\) are asymptotically normal. That is, \(N^{1/2}(\hat{\theta}_N - \theta_0)\) converges in distribution to a Gaussian random vector with zero mean vector and covariance matrix \(W^{-1}\) where

\[
W = \frac{1}{4\pi} \int_{-\pi}^{\pi} \left\{ \frac{\partial \log K(\nu, \theta_0)}{\partial \theta} \right\} \left\{ \frac{\partial \log K(\nu, \theta_0)}{\partial \theta} \right\}' d\nu.
\]

(3.8)

Proof. The result follows from Theorem 2 in Hannan [17] or Theorem 8.3.1 in Giraitis et al. [12], once we verify the following conditions:

(1) \(K(\nu, \theta) \geq a > 0\) for \(\nu \in (-\pi, \pi)\).
(2) \(K(\nu, \theta)\) is a twice differentiable function of parameters \(\lambda, d, \phi_1, \ldots, \phi_p, \theta_1, \ldots, \theta_q\).
(3) Equation (3.7) holds.

Property (1) follows from the fact that \(|1-e^{-(\lambda+i\nu)}| > 1-e^{-\lambda}\) for all \(\nu\). Property (2) is apparent from the first line of (3.1), since \(\lambda > 0\). Condition (3) was verified in the proof of Theorem 3.2.

Theorem 3.4. The covariance matrix \(W\) in (3.8) has the form

\[
W = \begin{pmatrix}
I_{(p+q)\times(p+q)} & J_{(p+q)\times2} \\
J'_{2\times(p+q)} & V_{2\times2}
\end{pmatrix}_{(p+q+2)\times(p+q+2)}
\]

where:
(1) the upper left block can be written in the form

\[
I = \begin{pmatrix}
w_{1,1} & \cdots & w_{1,p} & w_{1,p+1} & \cdots & w_{1,p+q} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
w_{p,1} & \cdots & w_{p,p} & w_{p,p+1} & \cdots & w_{p,p+q} \\
w_{p+1,1} & \cdots & w_{p+1,p} & w_{p+1,p+1} & \cdots & w_{p+1,p+q} \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
w_{p+q,1} & \cdots & w_{p+q,p} & w_{p+q,p+1} & \cdots & w_{p+q,p+q}
\end{pmatrix}
\]

where:

(1a) Taking \( \Phi(B)M_t = Z_t \) where \( \{Z_t\} \sim WN(0, \sigma^2) \), we can write \( w_{j,k} = \mathbb{E}[M_t^{-j+1}M_t^{-k+1}] = \gamma_M(j - k) \) for \( 1 \leq j \leq p \) and \( 1 \leq k \leq p \);

(1b) Taking \( \Theta(B)N_t = Z_t \) where \( \{Z_t\} \sim WN(0, \sigma^2) \), we can write \( w_{j,k} = \mathbb{E}[N_t^{-j+1}N_t^{-k+1}] = \gamma_N(j - k) \) for \( p+1 \leq j \leq p+q \) and \( p+1 \leq k \leq p \);

(1c) We can write \( w_{j,p+m} = \mathbb{E}[M_t^{-j+1}N_t^{-m+1}] \) for \( 1 \leq j \leq p \) and \( 1 \leq m \leq q \);

(1d) By symmetry we have \( w_{p+m,j} = w_{j,p+m} \) for \( 1 \leq j \leq p \) and \( 1 \leq m \leq q \);

(2) the upper right block can be written in the form

\[
J = \begin{pmatrix}
J_{1,1} & J_{1,2} \\
\vdots & \vdots \\
J_{p,1} & J_{p,2} \\
J_{p+1,1} & J_{p+1,2} \\
\vdots & \vdots \\
J_{p+q,1} & J_{p+q,2}
\end{pmatrix}
\]

where:

(2a) For \( 1 \leq j \leq p \),

\[
J_{j,1} = -\frac{1}{4\pi} \int_{-\pi}^{\pi} \left[ e^{-i\nu} \Phi^{-1}(e^{-i\nu}) + e^{i\nu} \Phi^{-1}(e^{i\nu}) \right] \log(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}) d\nu;
\]

(2b) If \( p+1 \leq j \leq p+q \),

\[
J_{j,1} = -\frac{1}{4\pi} \int_{-\pi}^{\pi} \left[ e^{-i\nu} \Theta^{-1}(e^{-i\nu}) + e^{i\nu} \Theta^{-1}(e^{i\nu}) \right] \log(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}) d\nu;
\]

(2c) For \( 1 \leq j \leq p \),

\[
J_{j,2} = -\frac{1}{2\pi} \int_{-\pi}^{\pi} \left[ e^{-i\nu} \Phi^{-1}(e^{-i\nu}) + e^{i\nu} \Phi^{-1}(e^{i\nu}) \right] de^{-\lambda \left( \frac{\cos \nu - e^{-\lambda} \cos \nu + e^{-2\lambda}}{1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}} \right)} d\nu;
\]
If \( p + 1 \leq j \leq p + q \),

\[
J_{j,2} = -\frac{1}{4\pi} \int_{-\pi}^{\pi} [e^{-ivj} \Theta^{-1}(e^{-iv}) + e^{ivj} \Theta^{-1}(e^{iv})] \cos \nu - e^{-\lambda} \left( \frac{\cos \nu - e^{-\lambda}}{1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}} \right) d\nu;
\]

(3) the lower right block can be written in the form

\[
V = \begin{pmatrix}
v_{1,1} & v_{1,2} \\
v_{2,1} & v_{2,2}
\end{pmatrix}
\]

where:

\[
v_{1,1} = \frac{1}{4\pi} \int_{-\pi}^{\pi} \left( \log(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}) \right)^2 d\nu
\]

\[
v_{2,2} = d_2 e^{-2\lambda} \frac{1}{1 - e^{-2\lambda}}
\]

\[
v_{1,2} = v_{2,1} = d \ln(1 - e^{-2\lambda})
\]

**Proof.** The matrix \( I \) is the same as the matrix \( W \) in Brockwell and Davis [6, Theorem 10.8.2, p. 386] for the asymptotic covariance of the ARMA(\( p,q \)) parameter estimates, see also Box and Jenkins [4, p.240] or Li and McLeod [26, Section 3]. This proves part (1).

To prove the remaining parts, write

\[
\log K(\nu, \theta) = \log(|\Theta(e^{-iv})|^2) - \log(|\Phi(e^{-iv})|^2) - d \log(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}).
\]

Observe that

\[
\log(|\Phi(e^{-iv})|^2) = \log(\Phi(e^{-iv})) + \log(\Phi(e^{iv}))
\]

\[
= \log(1 + \phi_1 e^{-iv} + \ldots + \phi_j e^{-ivj} + \ldots + \phi_p e^{-ivp}) + \log(1 + \phi_1 e^{iv} + \ldots + \phi_j e^{ivj} + \ldots + \phi_p e^{ivp})
\]

and then

\[
\frac{\partial \log K(\nu, \theta_0)}{\partial \phi_j} = \frac{\partial \log(|\Phi(e^{-iv})|^2)}{\partial \phi_j} = \frac{\partial}{\partial \phi_j} \left\{ \log(\Phi(e^{-iv})) + \log(\Phi(e^{iv})) \right\}
\]

\[
= \frac{\partial}{\partial \phi_j} \log(1 + \phi_1 e^{-iv} + \ldots + \phi_j e^{-ivj} + \ldots + \phi_p e^{-ivp})
\]

\[
+ \frac{\partial}{\partial \phi_j} \log(1 + \phi_1 e^{iv} + \ldots + \phi_j e^{ivj} + \ldots + \phi_p e^{ivp})
\]

\[
e^{-ivj}
\]

\[
\frac{1}{1 + \phi_1 e^{-iv} + \ldots + \phi_j e^{-ivj} + \ldots + \phi_p e^{-ivp}}
\]

\[
+ \frac{e^{ivj}}{1 + \phi_1 e^{iv} + \ldots + \phi_j e^{ivj} + \ldots + \phi_p e^{ivp}}
\]

\[
= e^{-ivj} \Phi^{-1}(e^{-iv}) + e^{ivj} \Phi^{-1}(e^{iv}).
\]
By a similar argument,
\[
\log(|\Theta(e^{-iv})|^2) = \log(\Theta(e^{-iv})) + \log(\Theta(e^{iv}))
\]
\[
= \log(1 + \theta_1 e^{-iv} + \ldots + \theta_j e^{-ivj} + \ldots + \theta_q e^{-ivq})
\]
\[
+ \log(1 + \theta_1 e^{iv} + \ldots + \theta_j e^{ivj} + \ldots + \theta_q e^{ivq})
\]
and consequently
\[
\frac{\partial \log K(\nu, \theta_0)}{\partial \theta_j} = \frac{\partial \log(|\Theta(e^{-iv})|^2)}{\partial \theta_j} = \frac{\partial}{\partial \theta_j} \{ \log(\Theta(e^{-iv})) + \log(\Theta(e^{iv})) \}
\]
\[
= \frac{e^{-ivj}}{1 + \theta_1 e^{-iv} + \ldots + \theta_j e^{-ivj} + \ldots + \theta_q e^{-ivq}}
\]
\[
e^{-ivj} \Theta^{-1}(e^{-iv}) + e^{ivj} \Theta^{-1}(e^{iv}).
\]
It is also easy to see that
\[
\frac{\partial \log K(\nu, \theta_0)}{\partial d} = -\log(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda})
\] (3.11)
and
\[
\frac{\partial \log K(\nu, \theta_0)}{\partial \lambda} = -2de^{-\lambda} \left( \frac{\cos \nu - e^{-\lambda}}{1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}} \right)
\] (3.12)
Then part (2) follows easily.
As for (3), the formula for \( v_{1,1} \) follows immediately from (3.11). A useful approximation will be provided in a remark following the proof. Next write
\[
v_{2,2} = \frac{1}{4\pi} \int_{-\pi}^{\pi} \left( -2de^{-\lambda} \left( \frac{\cos \nu - e^{-\lambda}}{1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}} \right) \right)^2 d\nu
\]
\[
= \frac{d^2}{4\pi} \int_{-\pi}^{\pi} \left( 1 + \frac{e^{-2\lambda} - 1}{1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}} \right)^2 d\nu
\]
\[
= \frac{d^2}{4\pi} \int_{-\pi}^{\pi} \left[ 1 + \frac{(e^{-2\lambda} - 1)^2}{(1 + e^{-2\lambda} - 2e^{-\lambda} \cos \nu)^2} + \frac{2(e^{-2\lambda} - 1)}{1 + e^{-2\lambda} - 2e^{-\lambda} \cos \nu} \right] d\nu.
\] (3.13)
Observe that
\[
\int_{-\pi}^{\pi} \frac{d\nu}{(1 + e^{-2\lambda} - 2e^{-\lambda} \cos \nu)^2} = 2 \int_{0}^{\pi} \frac{d\nu}{(1 + e^{-2\lambda} - 2e^{-\lambda} \cos \nu)^2}
\]
\[
= \frac{2\pi(1 + e^{-2\lambda})}{(1 - e^{-2\lambda})^3}
\] (3.14)
where we used the standard formula
\[
\int_0^n (1 + a^2 - 2a \cos \nu)^n d\nu = \frac{\pi}{(1 - a^2)^n} \sum_{k=0}^{n-1} (n + k - 1)! (\frac{a^2}{1 - a^2})^k \tag{3.15}
\]
for \(a^2 < 1\) (see [15, p. 608]). By applying (3.15) for \(n = 1\), we also have
\[
\int_{-\pi}^{\pi} \frac{d\nu}{(1 + e^{-2\lambda} - 2e^{-\lambda} \cos \nu)} = \frac{2\pi}{1 - e^{-2\lambda}}. \tag{3.16}
\]
Therefore, from (3.13), (3.14) and (3.16):
\[
v_{2,2} = \frac{d^2}{4\pi} \left[ 2\pi + \frac{2\pi(1 + e^{-2\lambda})}{1 - e^{-2\lambda}} - 4\pi \right] = \frac{d^2e^{-2\lambda}}{1 - e^{-2\lambda}} \tag{3.17}
\]
as claimed. Finally, write
\[
v_{1,2} = v_{2,1} = -\frac{d}{4\pi} \int_{-\pi}^{\pi} \left( \log(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}) \right) \left( 1 + \frac{e^{-2\lambda} - 1}{1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}} \right) d\nu \tag{3.18}
\]
where
\[
I_1 := \int_{-\pi}^{\pi} \ln(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}) d\nu
\]
\[
I_2 := \int_{-\pi}^{\pi} \frac{(e^{-2\lambda} - 1) \ln(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda})}{1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}} d\nu.
\]
To calculate \(I_1\), use integration by parts to write
\[
I_1 = \nu \ln(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}) \bigg|_{-\pi}^{\pi} - \int_{-\pi}^{\pi} \frac{2e^{-\lambda} \nu \sin \nu}{1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}} d\nu
\]
\[
= 2\pi \ln(1 + e^{-\lambda})^2 - 4e^{-\lambda} \int_{0}^{\pi} \frac{\nu \sin \nu}{1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}} d\nu
\]
\[
= 4\pi \ln(1 + e^{-\lambda}) - 4\pi \ln(1 + e^{-\lambda}) = 0, \tag{3.19}
\]
since
\[
\int_{0}^{\pi} \frac{\nu \sin \nu}{1 - 2a \cos \nu + a^2} d\nu = \frac{\pi}{a} \ln(1 + a)
\]
for \(a^2 < 1\) and \(a \neq 0\) (see [15, No 4, p. 696]).

In order to calculate \(I_2\), we use the standard formula
\[
\int_{0}^{\pi} \frac{\ln(1 - 2a \cos \nu + 2a)}{1 - 2b \cos \nu + b^2} d\nu = \frac{2\pi \ln(1 - ab)}{1 - b^2}
\]
for \( a^2 \leq 1 \) and \( b^2 < 1 \) (see [15, No. 16, p. 925]). In our case \( a = b = e^{-\lambda} \). Therefore

\[
I_2 = (e^{-2\lambda} - 1) \int_{-\pi}^{\pi} \frac{\ln(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda})}{1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}} \, d\nu
\]

\[
= 2(e^{-2\lambda} - 1) \int_{0}^{\pi} \frac{\ln(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda})}{1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}} \, d\nu
\]

(3.20)

\[
= \frac{4\pi \ln(1 - e^{-2\lambda})}{1 - e^{-2\lambda}} (e^{-2\lambda} - 1) = -4\pi \ln(1 - e^{-2\lambda}).
\]

Now, from (3.18), (3.19) and (3.20), we have

\[
v_{1,2} = v_{2,1} = -\frac{d}{4\pi} \left[ -4\pi \ln(1 - e^{-2\lambda}) \right] = d \ln(1 - e^{-2\lambda}),
\]

(3.21)

and this completes the proof of (3).

Remark 3.5. A useful approximation of \( v_{1,1} \) can be obtained by using the fact that

\[
\ln(1 - 2e^{-\lambda} \cos \nu + e^{-2\lambda}) \sim -2e^{-\lambda} \cos \nu + e^{-2\lambda}
\]

as \((\lambda, \nu) \to 0\). Then

\[
v_{1,1} \sim \int_{-\pi}^{\pi} (-2e^{-\lambda} \cos \nu + e^{-2\lambda})^2 \, d\nu = 4\pi (e^{-2\lambda} + \frac{e^{-4\lambda}}{2})
\]

(3.22)

at low frequencies \( \nu \), when the tempering parameter \( \lambda > 0 \) is small.

Given \( X = (X_1, \ldots, X_N) \), the maximum likelihood estimator (MLE) \( \hat{\theta}_N \) for parameters \( \theta = (\phi_1, \ldots, \phi_p, \theta_1, \ldots, \theta_q, d, \lambda) \) can be computed using the logarithm of the likelihood function

\[
l(X_1, \ldots, X_N) = (2\pi\sigma^2)^{-\frac{N}{2}} |G_N|^{-\frac{1}{2}} \exp \left[ -\frac{1}{2\sigma^2} \frac{X_N' G_N^{-1} X_N}{2} \right]
\]

where \( G_N = \sigma^{-2} E[X_N X_N'] \) and \( |G_N| \) is the determinant of \( G_N \). The next results show that the MLE is also asymptotically normal.

**Theorem 3.6.** Under the same assumptions at Theorem 3.2, the maximum likelihood estimator is strongly consistent, i.e.,

\[
\lim_{N \to \infty} \hat{\theta}_N = \theta_0 \quad \text{a.s.}
\]

and

\[
\lim_{N \to \infty} \sigma_N^2(\hat{\theta}_N) = \sigma_0^2 \quad \text{a.s.}
\]

**Proof.** The proof follows from Theorem 1 in [17].

**Theorem 3.7.** Under the same assumptions at Theorem 3.3, \( N^{1/2}(\hat{\theta}_N - \theta_0) \) converges in distribution to a Gaussian random vector with zero mean and covariance matrix \( W^{-1} \) where \( W \) is given by (3.8).
Proof. This follows immediately from Theorem 3.3, Theorem 3.4, and Theorem 10.8.2 in Brockwell and Davis [6]. □

Remark 3.8. The following argument shows that, for large $N$, we can approximate the logarithm of the likelihood function using (3.4). That is, the MLE is approximately the same as the Whittle estimator. Since the Whittle estimator is much easier to compute, this is a useful approximation in practice. Write

$$
\log l(X_1, \ldots, X_N) = -\frac{N}{2} \log(2\pi) - N \log \sigma - \frac{1}{2} \log |G_N| - \left( \frac{X_N' G_N^{-1} X_N}{2\sigma^2} \right)
$$

and hence

$$\frac{-\log l(X_1, \ldots, X_N)}{N} = \frac{1}{2} \log(2\pi) + \log \sigma + \frac{1}{2N} \log |G_N| + \frac{N^{-1}}{2\sigma^2} \left( X_N' G_N^{-1} X_N \right)
$$

$$= \frac{1}{2} \log(2\pi) + \log \sigma + \frac{1}{2N} \log |G_N|$$

$$+ \left( \frac{N^{-1}}{2\sigma^2} \left( X_N' G_N^{-1} X_N \right) - \frac{1}{2\sigma^2} \frac{2\pi}{N} \sum_{t=-N/2}^{[N/2]} I_{X_N}(\nu_t) \frac{K(\nu_t, \theta)}{} \right)
$$

$$+ \frac{1}{2\sigma^2} \frac{2\pi}{N} \sum_{t=-N/2}^{[N/2]} I_{X_N}(\nu_t) \frac{K(\nu_t, \theta)}{}
$$

where $\nu_t = 2\pi t/N$. According to Lemma 3 in Hannan [17], $\log |G_N|/N \to 0$ as $N \to \infty$. Moreover, Lemma 4 in Hannan [17], implies that

$$\lim_{N \to \infty} \left[ N^{-1} \left( X_N' G_N^{-1} X_N \right) - \frac{2\pi}{N} \sum_{t=-N/2}^{[N/2]} I_{X_N}(\nu_t) \frac{K(\nu_t, \theta)}{} \right] = 0.
$$

Therefore

$$\frac{-\log l(X_1, \ldots, X_N)}{N} \approx \frac{1}{2} \log(2\pi) + \log \sigma + \frac{1}{2\sigma^2} \frac{2\pi}{N} \sum_{t=-N/2}^{[N/2]} I_{X_N}(\nu_t) \frac{K(\nu_t, \theta)}{}
$$

$$\approx \frac{1}{2} \log(2\pi) + \log \sigma + \frac{1}{2\sigma^2} \int_{-\pi}^{\pi} I_{X_N}(\nu) \frac{K(\nu, \theta)}{} d\nu
$$

$$= \frac{1}{2} \log(2\pi) + \log \sigma + \frac{1}{2\sigma^2} Q_{X_N} = \frac{1}{2} \log(2\pi) + D_N(X_N, \sigma, \theta)
$$

for large $N$.

4. Applications

This section provides some data applications of the ARTFIMA($p, d, \lambda, q$) time series model, using an R package called artfima that has been written to accompany this paper. The package is freely available on CRAN.
Geophysical turbulence in water velocity data (cm/s) was measured in Lake Michigan, Lake Huron, and the Red Cedar River in Michigan, see [33] for further details. Figure 1 shows the periodogram and fitted ARTFIMA($p, d, \lambda, q$) spectral density function for a data set from Saginaw Bay. Using the \texttt{artfima} package in R and setting $p = q = 0$ for a tempered fractional noise, we also set $d = 5/6$ (from theory, Kolmogorov scaling, see [33] for further details), and this resulted in the parameter fit $\lambda = 0.045 (0.00248)$ using the Whittle estimator, where the second number in parentheses is the standard error. The plot uses a log-log scale to highlight the power law relation between frequency $\nu$ and spectral density $f_X(\nu)$ for $\log(\nu) > -4$. The tempering causes a deviation from that line at the lowest frequencies, a feature also seen in the data. Without fixing $d$, the Whittle estimates are $\lambda = 0.027 (.00229)$ and $d = 0.752 (.00582)$.

![Fig 1. Spectral density of water velocity data from Saginaw Bay (circles), along with fitted ARTFIMA spectrum (line).](image-url)
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