
P(A ‹ B) = P(A) + P(B) - P(A › B)  addition rule
P(A › B) = P(A) P(B | A)  multiplication rule
P(B | A) = P(A › B) / P(A)  variant of above
P(B | A) = P(B)  is equivalent to A independent  of B
P(A › B) = P(A) P(B)  is equivalent to A independent  of B

mX  = E X = ⁄x x pHxL expectation, or mean, of r.v. X            
       = Ÿ x f HxL „ x expectation in continuous case

 sX = "##########################E HX - E XL2  standard deviation of r.v. X

        =   "###########################E X2 - HE XL2 another way to calculate it
    
 E (a X + b Y + c) = a E X + b E Y + c  for r.v. X, Y
                                                                    constants a, b, c
 E (X Y) = (E X) E(Y) if r.v. X, Y are independent
 
sX + Y = "##################sX

2 + sY
2 for independent r.v. X, Y  

sa X + b = |a| sX in particular sX  = s-X

sXêêê = sXÅÅÅÅÅÅÅÅÅè!!!n Xêêê
= the average of n independent r.v Xi

                                    each having the distribution of r.v. X

sXêêê = "#########N-nÅÅÅÅÅÅÅÅÅÅÅN-1  sXÅÅÅÅÅÅÅÅÅè!!!n    when the samples are without repla-
                                      cement from a population of size N

E Xêêê = E X                   in each of the above two cases

Central  Limit  Theorem  (CLT):   The  distribution  of  Xêêê  is  approxi-
mately normal (bell) in both cases above.

351formulas1.nb 1



P(A ‹ B) = P(A) + P(B) - P(A › B)  addition rule
P(A › B) = P(A) P(B | A)  multiplication rule
P(B | A) = P(A › B) / P(A)  variant of above
P(B | A) = P(B)  is equivalent to A independent  of B
P(A › B) = P(A) P(B)  is equivalent to A independent  of B

mX  = E X = ⁄x x pHxL expectation, or mean, of r.v. X            
       = Ÿ x f HxL „ x expectation in continuous case

 sX = "##########################E HX - E XL2  standard deviation of r.v. X

        =   "###########################E X2 - HE XL2 another way to calculate it
    
 E (a X + b Y + c) = a E X + b E Y + c  for r.v. X, Y
                                                                    constants a, b, c
 E (X Y) = (E X) E(Y) if r.v. X, Y are independent
 
sX + Y = "##################sX

2 + sY
2 for independent r.v. X, Y  

sa X + b = |a| sX in particular sX  = s-X

sX
êêê = sXÅÅÅÅÅÅÅÅÅè!!!n Xêêê

= the average of n independent r.v Xi
                                    each having the distribution of r.v. X

sXêêê = "#########N-nÅÅÅÅÅÅÅÅÅÅÅN-1  sXÅÅÅÅÅÅÅÅÅè!!!n    when the samples are without repla-
                                      cement from a population of size N

E Xêêê = E X                   in each of the above two cases

Central  Limit  Theorem  (CLT):   The  distribution  of  Xêêê  is  approxi-
mately normal (bell) in both cases above.

351formulas1.nb 2


