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WHITE NOISE ANALYSIS

FOR THE CANONICAL LÉVY PROCESS

ROLANDO D. NAVARRO, JR. AND FREDERI G. VIENS

Abstract. We construct a white noise theory for the Canonical Lévy Process
introduced by Solé, Utzet, and Vives. The construction is based on the

alternative construction of the chaos expansion of square integrable random
variables. Then we establish a white noise characterization in the space of
generalized distributions, and prove a Wick-Skorohod identity. Finally, we

prove a Clark-Ocone theorem in L2(P ) for the Canonical Lévy space.

1. Introduction

The classical Canonical space for a Lévy process is constucted from the σ-
field of cylinder sets and a probaility measure using the Kolmogorov extension
theorem [21], [3]. However, Solé, Utzet and Vives [22] have formulated another
construction of the Canonical space for the Lévy process to be able to interpret
the Malliavin derivative Dt,z for the Lévy process. The derivative Dt,0 is the
classical Malliavin derivative with respect to the Wiener process while Dt,z, z ̸= 0
is the Malliavin derivative with respect to the pure jump process defined as an
increment quotient in the generalized distribution space. We shall refer to the
Canonical space constructed by Solé, Utzet, and Vives [22] as Canonical Lévy
process.

White noise theory was first introduced by Hida for Wiener process, from origins
in quantum physics [10]. Subsequently, the theory was extended to the pure jump
Lévy process as in [1], [7], [17], by incorporating generalized function spaces related
to L2(P ) [11]. We extend this theory for the Canonical Lévy space by deriving
an alternative chaos expansion of square integrable random variables; then we
prove some important characterizations such as a Wick-Skorohod identity, and a
Clark-Ocone theorem in L2(P ).

The Clark-Ocone theorem is the explicit representation of the Itô representation
theorem in terms of the Malliavin derivative. The Clark-Ocone theorem in D1,2

for the Canonical Lévy process can be stated as follows [23]. Let F ∈ D1,2 be
FT -measurable, then

F = E[F ] +

∫
[0,T ]×R

E[Dt,zF |Ft− ]M(dt, dz), (1.1)
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where M is the independently scattered measure given in (2.6).
The Clark-Ocone representation can be weakened to a representation for F ∈

L2(P ) using white noise analysis with the same form (1.1). However, the Malliavin
derivative Dt,z and the expectation E will be generalized to a stochastic gradient
and a generalized expectation respectively.

This paper is organized as follows. Section 2 provides background review of the
Malliavin calculus for the Canonical Lévy processes and the chaos expansion with
respect to the measure M . We present the construction of the Canonical Lévy
white noise process [14] in Section 3. Then we construct the alternative chaos
expansion of Canonical Lévy process in Section 4. The proof of this alternative
chaos expansion uses the chaotic representation property in Theorem 4.1 by Nu-
alart and Schoutens [16] and the results of Solé, Utzet, and Vives in Theorems 4.3
of [23].

Our alternative chaos expansion for the Canonical Lévy process is new. From
this expansion, we characterize the white noise theory using some family of function
spaces of stochastic test functions and distribution functions. This characterization
is an extension of the Wiener case [9] and the Poisson case [17], [8]. White noise
analysis in the Canonical Lévy space is presented in Section 5. These concepts have
analogues in the Wiener and Poisson cases: [8], [7], [18], [19]. We have shown a
Wick-Skorohod identity (Proposition 5.12). Finally, we established a Clark-Ocone
theorem for Wick polynomials (Proposition 6.6) and for L2(P ) (Proposition 6.8).

2. Canonical Lévy Space

We present a brief background on Lévy processes, following [3], [8], [21], and
introduce preliminary concepts on the Malliavin calculus in the Canonical Lévy
space, as in [22], [23].

Let (Ω,F , P ) be a complete probability space. A Lévy process X = {X(t) :
t ≥ 0} is a stochastic process that has following properties: X(t) has independent
and stationary increments with X(0) = 0, and it is continuous in probability. The
Poisson random measure N : Ω× [0, T ]× R0 → N0 is a counting measure defined
as

N(A) =
∑

s∈(0,t]

1{s:(s,∆X(s))∈A}, A ∈ B([0, T ]× R0), (2.1)

where R0 = R\0 and ∆X(t) = X(t)−X(t−) is the jump of X at time t. The Lévy
measure ν of X is defined as the expectation of N as follows:

ν(B) = E[N((0, 1]×B)] = E

 ∑
s∈(0,1]

1{s:∆X(s)∈B}

 , B ∈ B(R0). (2.2)

The Lévy measure is σ-finite and satisfies ν({0}) = 0,
∫
R0
(1 ∧ z2)ν(dz) < ∞.

The compensated Poisson random measure Ñ : Ω × [0, T ] × R0 → R is given by

Ñ(dt, dz) = N(dt, dz) − dtν(dz). The characteristic function of the Lévy process
is given by the Lévy Khintchine formula, see [8].

Consider the Canonical Lévy space

(Ω,F , P ) = (ΩW × ΩJ ,FW ⊗FJ , PW ⊗ PJ ), (2.3)
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where (ΩW ,FW , PW ) is the Canonical Wiener space and (ΩJ ,FJ , PJ) is the Canon-
ical pure jump Lévy space.

LetX(t) be a centered, square-integrable Lévy process, thenX(t) can be written
as follows:

X(t) = σW (t) +

∫
[0,t]×R0

zÑ(ds, dz). (2.4)

From the Lévy Khinchine formula, see [3], its characteristic function is given by

E (exp(iuX(t))] = exp

[(
−1

2
σ2u2 +

∫
R0

(exp(iuz)− 1− iuz)ν(dz)

)
t

]
. (2.5)

The square-integrable assumption on X(t) implies
∫
R0

z2ν(dz) < ∞.

Itô [13] extended the centered square-integrable Lévy process X to an indepen-
dent measure M on (R+ × R,B(R+ × R)) which can be expressed as

M(E) = σ

∫
E0

dW (t) +

∫
E′

zdÑ(dt, dz), (2.6)

where E ∈ B(R+ × R), E0 = {t ∈ R+ : (t, 0) ∈ E} and E′ = E \ E0. Then for
E1, E2 ∈ B(R+ × R) such that µ(E1) < ∞, µ(E2) < ∞

E[M(E1)M(E2)] = µ(E1 ∩ E2), (2.7)

where µ is a measure on ([0, T ]× R,B([0, T ]× R) and

µ(E) = σ2

∫
E0

dt+

∫
E′

z2dν(z)dt, E ∈ B([0, T ]× R). (2.8)

In differential form, we have

µ(dtdz) = σ2dδ0(z)dt+ z2(1− δ0(z))dν(z)dt = λ(dt)η(dz), (2.9)

where λ(dt) = dt is the Lebesgue measure and

η(dz) = σ2dδ0(z)dt+ z2(1− δ0(x))dν(z). (2.10)

2.1. Iterated Lévy-Itô Integral. Let f ∈ L2(([0, T ]× R)n) be a deterministic
function such that

||f ||2L2(µn) =

∫
([0,T ]×R)n

|f ((t1, z1) · · · (tn, zn)) |2µ(dt1, dz1) · · ·µ(dtn, dzn) < ∞.

(2.11)
The symmetrization of f denoted by f∧ over (t1, x1), · · · , (tn, xn) is given by

f∧((t1, z1), · · · (tn, zn)) =
1

n!

∑
σ∈Sn

f((tσ(1), zσ(1)), · · · (tσ(n), zσ(n)), (2.12)

where σ = (σ(1), · · · , σ(n)) is a permutation of {1, · · · , n} and Sn is the set of
permutations of {1, · · · , n}. Denote Sn = {(t1, z1), · · · (tn, zn) : 0 < t1 < · · · tn <
T, xi ∈ R, i ∈ {1, · · ·n}}. For f ∈ L2(µn) let Jn(f) be the n-fold iterated integral
over Sn and In(f) be the n-fold multiple integral over ([0, T ]× R)n.

Denote by L2
s(µ

n) the subspace of symmetric functions in L2(µn). Then, for
f ∈ L2

s(µ
n), we have the following identity: In(f) = n!Jn(f). The multiple integral

In has the following properties [23]:

(1) Symmetry: In(f) = In(f
∧), f ∈ L2(µn),
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(2) Linearity: In(af + bg) = aIn(f) + bIn(g), f, g ∈ L2(µn), a, b ∈ R,
(3) Isometry: E[In(f)Im(g)] = n! ⟨f∧, g∧⟩L2(µn) δmn, f ∈ L2(µn), g ∈ L2(µm).

Itô has shown the following chaos expansion for the Lévy space.

Theorem 2.1. [13] Let F ∈ L2(P ), then F has chaos expansion given by

F =
∞∑

n=0

In(fn), (2.13)

where we set I0(f0) = E[F ]. The chaos expansion is unique if fn ∈ L2
s(µ

n) for all
n ∈ N. Furthermore, we have the following isometry relation:

||F ||2L2(P ) =
∞∑

n=0

n!||fn||2L2(µn), fn ∈ L2
s(µ

n). (2.14)

3. Construction of the Canonical Lévy White Noise Process

Followig [14], we construct the Canonical Lévy white noise process using a pro-
cedure which parallels the derivation of Wiener and Poisson white noise processes
in [11]. Let S ≡ S(R) be the Schwartz space of test functions which consists of
rapidly decreasing smooth functions f ∈ C∞(R) such that

||f ||α,β = sup
x∈R

|xαf (β)(x)| < ∞. (3.1)

In addition, S(R) is a Fréchet space with respect to the seminorm ∥f∥α,β . Its dual
S ′ ≡ S′(R) is the Schwartz space of tempered distribution functions endowed with
a weak* topology. The action of ω ∈ S ′(R) on ϕ ∈ S(R) is given by the mapping
w : S(R)× S ′(R) → R

w(ϕ, ω) =< ω, ϕ > . (3.2)

Moreover, we have the following inclusions: S(R) ⊂ L2(P ) ⊂ S′(R).
To construct the Canonical Lévy white noise process on the Ω = S′(R), we only

need to appeal to the Bochner-Minlos theorem which is stated as follows:

Theorem 3.1. A necessary and sufficient condition for the existence of a proba-
bility measure P on S′(R) such that

g(ϕ) = E[ei<ω,ϕ>] =

∫
S′(R)

ei<ω,ϕ>dP (ω) (3.3)

is defined on S′(R), is that g satisfies the following conditions:

a.) g(0) = 1,
b.) g is positive definite
c.) g is continuous in the Fréchet Topology.

In our construction, we let

g(ϕ) = exp

(∫
R
Ψ(ϕ(y))dy

)
, Ψ(u) = −σ2u2

2
+

∫
R0

(eiuz − iuz − 1)ν(dz).

(3.4)
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We can express g as the product g(ϕ) = f(ϕ)h(ϕ) where

f(ϕ) = exp

(
−σ2

2

∫
R
|ϕ(y)|2dy

)
,

h(ϕ) = exp

(∫
R

∫
R0

(eiϕ(y)z − iϕ(y)z − 1)ν(dz)dy

)
. (3.5)

Then, f and h satisfies the Bochner-Minlos theorem corresponding to the Wiener
and the compensated Poisson case respectively [11]. Clearly, g satisfies conditions
(a) and (c) of the theorem. It is suffice to check (b) to prove that for g defined
above, P as in the Bochner-Minlos theorem exists. Define the following n × n
matrices: Gn = {g(ϕi − ϕj)}ij , Fn = {f(ϕi − ϕj)}ij , Hn = {h(ϕi − ϕj)}ij , then
Gn = Fn⊙Hn where ⊙ denotes the Hadamard product. Since f and h are positive
definite, so does the matrices Fn and Hn is also positive definite for all n ∈ N. By
the Schur’s product theorem [12], Gn is positive definite. Since this holds for all
n ∈ N, then g is positive definite. The functional g is thus as in the Bochner-Minlos
theorem, and P therein exists.

By taking ϕ(y) = tφ(y) with t ∈ R fixed, then we obtain

E[eit<ω,φ>]

= exp

(
−σ2t2

2

∫
R
|φ(y)|2dy +

∫
R

∫
R0

(exp(itzφ(y))− itzφ(y)− 1)ν(dz)dy

)
.

(3.6)

Let φ ∈ S(R), then we claim that

E[< ω,φ >] = 0, E[< ω,φ >2] = ζ

∫
R
φ(y)dy, (3.7)

where

ζ = σ2 +

∫
R0

z2ν(dz). (3.8)

By a density argument, it suffice to show the identity for φ ∈ C∞
0 (R). Let the

Lévy density ν ∈ [−r, r]\ {0} for some r > 0. Then by expanding the terms in
(3.6) in a Taylor series, we obtain:

∞∑
n=0

intn

n!
E[< ω,φ >n]

=
∞∑

n=0

1

n!

(∫
R

(
−σ2t2φ2(y)

2
+

∫
R0

∞∑
k=2

iktkzkφk(y)

k!
ν(dz)

)
dy

)n

. (3.9)

Collecting the t and t2 coefficients asserts our claim.
We extend the definition of < ω, ϕ > from ϕ ∈ S(R) to L2(R). Since S(R) is

dense in L2(R), then for φ ∈ L2(R) arbitrary, there exists φn ∈ S(R) such that
φn → φ in L2(R). By completeness of L2(R), as m,n → ∞

| < ω,φn > − < ω,φm > | = | < ω,φn − φm > | → 0. (3.10)
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Hence, {< ω,φn >: n ∈ N} is a Cauchy sequence in R and its limit is < ω,φ >.

Then, define X̃(t, ω) ≡< ω,χ[0,t] > where χ[0,t] ∈ L2(R) is given as follows:

χ[0,t] =


1, s ∈ [0, t], t ≥ 0

−1, s ∈ [−t, 0), t < 0

0, otherwise.

(3.11)

Computing the characteristic function of X̃(t) yields

E[exp(iuX̃(t))] = E[exp(iu < ω, χ[0,t] >)]

= exp

[∫
R

(
−
σ2u2χ2

[0,t](y)

2
+

∫
R0

(
eiuzχ[0,t](y))− iuzχ[0,t](y)− 1

)
ν(dz)

)
dy

]

=exp

[(
−σ2u2

2
+

∫
R0

(
eiuz − iuz − 1

)
ν(dz)

)
t

]
. (3.12)

By the Lévy-Khinchine theorem, X̃(t) is a Lévy process and there exists a càdlàg

modification of X̃(t), say X(t) which is a Lévy process [3]. The smoothed white
noise process for the Canonical Lévy process is given by:

< ω, ϕ >=

∫
R
ϕ(t)dX(t, ω), ω ∈ Ω, ϕ ∈ L2(R), (3.13)

where X(t) has the following representation:

X(t) = σ

∫ t

0

dW (t) +

∫
[0,t]×R0

zÑ(ds, dz). (3.14)

We define the filtered probability space (Ω,F , {Ft}t≥0, P ) for the white noise
Canonical Lévy process where F = B(S ′(R)) and Ft = FX

t ∨ N where FX
t =

σ{X(s) : s ∈ [0, t]} is the σ-field generated by X up to time t and N is the
collection of P -null sets.

4. Construction of Alternative Chaos Expansion for
Canonical Lévy Processes

We assume that the Lévy measure ν satisfies the so-called Nualart-Schoutens
assumption [16]: for all ε > 0 there exists λ > 0 such that∫

R0\(−ε,ε)

exp(λ|z|)ν(dz) < ∞. (4.1)

This assumption has the following implications:

(1) The absolute moments of order greater than or equal to 2 with respect to
ν are finite, that is, for all p ≥ 2,

∫
R0

|z|pν(dz) < ∞ and thus, X(t) has

moments of all orders p ≥ 2.
(2) The characteristic function E[exp(iuX(t))] is analytic in the neighborhood

of zero and the polynomials are dense in L2(R, P ◦X(t)−1).
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We denote the power jump process X(i) = {X(i)(t) : t ≥ 0}, i ∈ N defined as

X(i)(t) =


∑

s∈(0,t]

∆(X(t))i, i > 1,

X(t), i = 1,

(4.2)

and the compensated power jump process Y (i) = {Y (i)(t) : t ≥ 0}, i ∈ N by
Y (i)(t) = X(i)(t) − E

[
X(i)(t)

]
. The process Y (i) is referred to as the Teugels

martingale of order i, and it is a normal martingale.
Let S1 be the space of real polynomials in R+, that is,

S1 =

{
n∑

k=0

ckz
k−1 : ck ∈ R, z ∈ R+, k ∈ {1, · · ·n}, n ∈ N

}
(4.3)

endowed with the inner product << ·, · >>1 given by

<< P,Q >>1= σ2P (0)Q(0) +

∫
R0

P (z)Q(z)z2ν(dz) =< P,Q >L2(η), (4.4)

where P,Q ∈ S1. Let {pi(z)}i∈N be the orthogonalization of {1, z, z2, · · · } in S1.
From the Gram-Schmidt orthogonality procedure, we have the following:

pi(z) =
i∑

j=1

aijz
j−1, (4.5)

where

aij =

−<< pj(z), z
i−1 >>1

∥pj(z)∥21
=

∫
R pj(z)z

i−1η(dz)∫
R p2j (z)η(dz)

, j ∈ {1, · · · , i− 1},

1, j = i.

(4.6)

Likewise, we have the following orthogonality relation [15]

< pi(z), pj(z) >L2(η)=

∫
R
pi(z)pj(z)η(dz) = qiδij , (4.7)

where qi = ∥pi∥2L2(η) = σ2 +
∑i

k=1

∑i
l=1 a

∗
ika

∗
ilmk+l. On the other hand, let S2 be

the space of linear transformations of Teugels martingales of the Lévy Processes,
that is,

S2 =

{
n∑

k=0

ckY
(k) : ck ∈ R, k ∈ {1, · · ·n}, n ∈ N

}
(4.8)

endowed with the inner product << ·, · >>2 given by

<< Y (i), Y (j) >>2= E[[Y (i), Y (j)]1] = σ21{i=j=1} +mi+j . (4.9)

Let {H(i)}i∈N be the orthogonalization of {Y (1), Y (2), Y (3), · · · } in S2. Then,
{H(i)}i∈N are strongly orthogonal martingales. From the Gram-Schmidt orthogo-
nality procedure, we have the following:

H(i) =
i−1∑
j=1

a∗ijY
(i), (4.10)
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where

a∗ij =

−<< H(j), Y (i) >>2

||H(j)||22
= −E[[H(j), Y (i)]1]

E[[H(j)]1]
, j ∈ {1, · · · , i− 1}

1, j = i.

(4.11)

Then, aij = a∗ij , j ∈ {1, · · · , i}, i ∈ N, and therefore xi−1 ↔ Y (i) is an isometry
between S1 and S2 [16]. Likewise, we have the following quadratic covariation
process:

< H(i), H(j) >t= qitδij . (4.12)

Denote the following multiple integral for f ∈ L2([0, T ]n) with respect to the
orthogonal martinagles H(i)’s:

J (i1,··· ,in)
n (f)

=

∫ T

0

∫ t−n

0

· · ·
∫ t−2

0

f(t1, · · · tn−1, tn)dH
(i1)(t1) · · · dH(in−1)(tn−1)dH

(in)(tn).

(4.13)

Leon et al. [15] have shown an orthogonality property between different multi-
indices (i1, · · · , in) stated as follows for f ∈ L2([0, T ]n) and g ∈ L2([0, T ]m):

E[J (i1,··· ,in)
n (f)J (j1,··· ,jm)

n (g)] = qi1 · · · qin
∫
Σn

f(t1, · · · , tn)g(t1, · · · , tn)dt1 · · · dtn,

(4.14)
where (i1, · · · , in) = (j1, · · · , jn),m = n and 0 otherwise and Σn = {(t1, · · · , tn) :
0 < t1 < · · · tn ≤ T} is the positive simplex of [0, T ]n.

Nualart and Schoutens [16] have shown that every F ∈ L2(P ) can be represented
in terms of the iterated integrals with respect to the H(i)’s.

Theorem 4.1. Chaotic Representation Property (CRP): Every random variable
F ∈ L2(P ) has a representation of the form of

F =E[F ] +
∞∑

n=1

∑
j1,··· ,jn≥1

J (j1,··· ,jn)
n (fj1,··· ,jn) (4.15)

As a corollary to the CRP, Nualart and Schoutens [16] have shown a predictable
representation in terms of in terms of H(i).

Corollary 4.2. Predictable Representation Property (PRP)
Every random variable F ∈ L2(P ) has a representation of the form of

F = E[F ] +

∞∑
n=1

∫ T

0

ϕ(n)(s)dH(n)(s), (4.16)

where ϕ(j)(s) is a predictable process.

We present some important results, all based in Solé et al. [23], which are
crucial in finding the alternative chaos expansion for the Canonical Lévy space.



WHITE NOISE ANALYSIS FOR THE CANONICAL LÉVY PROCESS 561

Theorem 4.3. (i) Let g = {g(t) : t ∈ [0, T ]} be a predictable process such
that

E

[∫ T

0

g2(t)dt

]
< ∞. (4.17)

Then, g(t)pi(x) is integrable with respect to M and∫ T

0

g(t)dH(i)(t) =

∫
[0,T ]×R

g(t)pi(x)M(dt, dx). (4.18)

Also, H(i)(t) can be expressed as follows:

H(i)(t) =

∫
[0,T ]×R

pi(z)M(dt, dz). (4.19)

(ii) Let f ∈ L2([0, T ]n), then

J (j1,··· ,jn)
n (f) = In(f(t1, · · · , tn)1Σn(t1, · · · , tn)pj1(z1) · · · pjn(zn)). (4.20)

We follow the approach in Benth et al. [4] in comparing the relationship between
Itô’s chaos expansion and the CRP. Their approach was limited to chaos expansion
with respect to the iterated integral of the compensated Poisson random measure
Ñ . With their result, Di Nunno was able to derive the alternative expansion in
the Poisson case [7]. With the results of the preceding theorem, we are able to
establish an alternative chaos expansion for the general Canonical Lévy space.

From Nualart-Schoutens CRP and from the previous theorem, we obtain

F−E[F ]

=
∞∑

n=1

In

 ∑
j1,··· ,jn≥1

fj1,··· ,jn(t1, · · · , tn)pj1(z1) · · · pjn(zn)1Σn(t1, · · · , tn)

 .

(4.21)

We let

gn((t1, z1), · · · (tn, zn)) =∑
j1,··· ,jn≥1

fj1,··· ,jn(t1, · · · , tn)pj1(z1) · · · pjn(zn)1Σn(t1, · · · , tn). (4.22)

Then, from the uniqueness of Ito’s chaos expansion for the Canonical Lévy process,
we obtain

fn = g∧n , ∀n ∈ N. (4.23)

We define Hermite functions {en}n∈N as

en(x) = π−1/4((n− 1)!)−1/2e−x2/2hn−1(
√
2x), n ∈ N, (4.24)

where {hn}n∈N0 are the classical Hermite polynomials given by

hn(x) = (−1)nex
2/2 dn

dxn
e−x2/2. (4.25)

Then {en}n∈N forms an orthonormal basis in L2(λ) [11]. Since

fj1,··· ,jn(t1, · · · , tn)1Σn(t1, · · · , tn) ∈ L2(λn),
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then we have following orthonormal expansion

fj1,··· ,jn(t1, · · · , tn) =
∑

i1,··· ,in≥1

γ
(j1,··· ,jn)
i1,··· ,in ei1(t1) · · · ein(tn). (4.26)

We let

πi(z) =
pi(z)

∥pi∥L2(η)

, i ∈ N (4.27)

then, from (4.7), {πi}i∈N are orthonormal basis functions in L2(η). Denote

c
(j1,··· ,jn)
i1,··· ,in = ∥pi1∥L2(η) · · · ∥pin∥L2(η) γ

(j1,··· ,jn)
i1,··· ,in . (4.28)

Hence, we can express (4.22) in terms of orthonormal basis functions in L2(µn) as
follows:

gn((t1, z1), · · · , (tn, zn))

=
∑

i1,··· ,in≥1

∑
j1,··· ,jn≥1

c
(j1,··· ,jn)
i1,··· ,in ei1(t1)πj1(z1) · · · ein(tn)πjn(zn). (4.29)

Since the symmetrization operator is linear, then

g∧n ((t1, z1), · · · (tn, zn))

=
∑

i1,··· ,in≥1

∑
j1,··· ,jn≥1

c
(j1,··· ,jn)
i1,··· ,in (ei1(t1)πj1(z1) · · · ein(tn)πjn(zn))

∧
. (4.30)

We want to express (4.30) in terms of orthogonal functions in L2
s(µ

n). Denote

the Cantor diagonalization mapping κ : N×N by κ(i, j) = j + (i+j−2)(i+j−1)
2 . Let

k = κ(i, j) and

δk(t, z) = ei(t)πj(z), (4.31)

then {δk}k∈N is an orthonormal basis in L2(µ). Then from (4.30) and (4.31)

g∧n ((t1, z1), · · · , (tn, zn))

=
∑

i1,··· ,in≥1

∑
j1,··· ,jn≥1

c
(j1,··· ,jn)
i1,··· ,in

(
δκ(i1,j1)(t1, z1) · · · δκ(in,jn)(tn, zn)

)∧
. (4.32)

Denote the following multi-indices given by α = (α1, α2, · · · ), αi ∈ N0, i ∈ N with
compact support and I by the set of all such α. Also, we denote the following:
Index(α) = max{i : αi ̸= 0}, |α| =

∑m
i=1 αi, α! =

∏m
i=1 αi,m = Index(α).

Suppose that m = Index(α) and n = |α|, define the following tensor product as:

δ⊗α((t1, z1) · · · (tn, zn))
=δ⊗α1

1 ⊗ · · · ⊗ δ⊗αm
m ((t1, z1) · · · (tn, zn))

=δ1(t1, z1) · · · δ1(tα1 , zα1)δ2(tα1+1, zα1+1) · · · δ2(tα1+α2 , zα1+α2)

· · · δm(tn−αm+1, zn−αm+1) · · · δm(tn, xn) (4.33)
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with the convention δ⊗0
i = 1, i ∈ {1, · · · ,m}. Also, we denote the symmetrized

tensor product as follows:

δ⊗̂α((t1, z1) · · · (tn, zn)) =
(
δ⊗α((t1, z1) · · · (tn, zn))

)∧
=δ⊗̂α1

1 ⊗̂ · · · ⊗̂δ⊗̂αm
m ((t1, z1) · · · (tn, zn)).

(4.34)

Now, since g∧n ∈ span{δ⊗̂α : |α| = n, α ∈ I} then g∧n has of the form

fn = g∧n =
∑
|α|=n

cαδ
⊗̂α. (4.35)

By taking I0(δ
⊗̂α) = 1 and c0 = E[F ], then from (2.13), (4.23), and (4.35) we

obtain

F =
∑
α∈I

cαI|α|

(
δ⊗̂α

)
. (4.36)

We denote

Kα = I|α|

(
δ⊗̂α

)
(4.37)

then we have the following chaos expansion.

Proposition 4.4. Let F ∈ L2(P ), then it has a unique chaos expansion of the
form

F =
∑
α∈I

cαKα. (4.38)

Proposition 4.5. (Isometry) For F ∈ L2(P ) with a chaos expansion of the form
(4.38), we have

∥F∥2L2(P ) =
∑
α∈I

c2αα!. (4.39)

Proof. We let mα = Index(α), mβ = Index(β), nα = |α|, nβ = |β|. Then, by
isometry,

E[KαKβ ] =E
[
Inα

(
δ⊗̂α

)
Inβ

(
δ⊗̂β

)]
=nα!

∫
([0,T ]×R)nα

δ⊗̂αδ⊗̂βdµ⊗nδnαnβ
. (4.40)

For nα ̸= nβ , the (4.40) vanishes. Throughout the remainder of the proof, it
suffice to evaluate for the case n = nα = nβ . Denote m = mα, and consider the

tensor product in (4.33). There are n! terms in the symmetrization of δ⊗̂α as well

as of δ⊗̂β while each term of these symmetrized tensor product has a factor of
1/n!. Since {δk}k∈N forms an orthonomal basis in L2(µ), then for α ̸= β, (4.40)
vanishes.

Consider the case α = β, for each n! terms in Kα, one can get a non-zero
expectation term with a product on a term in Kβ by permuting the terms in
(4.33) by permuting the first α1 terms, then permuting the next α2 terms, and so
forth and finally, permuting the last αm terms. There are α! = α1! · · ·αm! possible
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combinations in this procedure each with the weight of one by orthonormality of
δk{k∈N} in L2(µ). Thus, we obtain

E[KαKβ ] = n! · 1

(n!)2
· n! · α! · 1{α=β} = α! · 1{α=β}, (4.41)

and therefore,

∥F∥2L2(P ) =
∑
α∈I

∑
β∈I

cαcβE[KαKβ ] =
∑
α∈I

c2αα!. (4.42)

□

5. White Noise Analysis

Consider the following formal expansion

F =
∑
α∈I

cαKα. (5.1)

If the following growth condition holds,∑
α∈I

c2αα! < ∞, (5.2)

then F ∈ L2(P ). We relax this growth condition to obtain a family of generalized
function spaces of stochastic test functions and stochastic distribution functions
which relate to L2(P ) naturally [11].

5.1. The spaces G and G∗. The spaces of stochastic test functions G and of
stochastic distribution functions G∗ were first investigated by Pothoff and Timpel
in the Wiener case [20]. A parallel definition was carried out by Di Nunno [7] in
the Poisson case. We extend these definitions for the Canonical Lévy space.

Definition 5.1. Let Gq, q ∈ R be the space of formal expansion

F =
∑
n∈N0

In(fn) (5.3)

such that

∥F∥Gq
=

(∑
n∈N0

n! ∥fn∥2L2(µn) e
2qn

)1/2

< ∞. (5.4)

For every q ∈ R, Gq is a Hilbert space with inner product

< F,G >Gr=
∑
n∈N0

n! < fn, gn >L2(µn) e
2qn, (5.5)

where F and G have the following formal sum:

F =
∑
n∈N0

In(fn), G =
∑
n∈N0

In(gn). (5.6)

We define the space of stochastic test functions G as G =
∩

q>0 Gq endowed with the

projective topology and the stochastic distribution function G∗ as G∗ =
∪

q>0 G−q

endowed with the inductive topology.
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Note that G∗ is a dual of G. Let F ∈ G and G ∈ G∗ with the formal expansion
of F and G of the form (5.6). The action of G on F is given by:

< G,F >G,G∗=
∑
n∈N0

n! < fn, gn >L2(µn) . (5.7)

Also, we can express the Gq-norm, q ∈ R in terms of the chaos expansion (4.38)
as follows:

∥F∥2Gq
=
∑
α∈I

cαα!e
2qn. (5.8)

5.2. Kondratiev and Hida spaces. We let α ∈ I and suppose that Index(α) =
m, then we denote (2N)αk =

∏m
j=1(2j)

αjk where k ∈ Z. In particular, if α =

ε(m) = (0, · · · , 0, 1, 0, · · · ), that is, ε(m) is a multi-index with all zeros except for

the m-th component which contains one, then (2N)ε(m)k = (2m)k.

Definition 5.2. Let p ∈ [0, 1]. Suppose that F has a formal expansion of the
form (5.6). Then, F belongs to the space (S)p,q, q ∈ R if

∥F∥2p,q =
∑
α∈I

a2α(α!)
1+p(2N)αq < ∞. (5.9)

The Kondratiev test function (S)p is defined as (S)p =
∩

q>0 (S)p,q endowed with

the projective topology. Suppose that G has a formal expansion of the form (5.6).
Then, G belongs to the space (S)−p,−q, q ∈ R if

∥G∥2−p,−q =
∑
α∈I

b2α(α!)
1−p(2N)−αq < ∞. (5.10)

The space defined as (S)−p =
∪

q>0 (S)−p,−q endowed with the inductive topology
is known as the space of Kondratiev distribution functions.

Note that (S)−p is a dual of (S)p. The action of G ∈ (S)−p on F ∈ (S)p, with
the formal expansion of F and G of the form (5.6) is given by

< G,F >=
∑
α∈I

α!aαbα. (5.11)

The Hida spaces are the special cases of the Kondratiev spaces. The Hida test
functions (S) and Hida distribution functions (S)∗ are given by (S) = (S)0 and
(S)∗ = (S)−0 respectively. From the above definitions, we have the following
inclusions for p ∈ [0, 1]:

(S)1 ⊂ (S)p ⊂ (S)0 ⊂ G ⊂ L2(P ) ⊂ G∗ ⊂ (S)−0 ⊂ (S)−p ⊂ (S)−1. (5.12)

5.3. White Noise Lévy Processes and Lévy White Noise Field. We ex-
tend the concept of white noise processes in the Canonical Lévy space. Consider
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the chaos expansion of X(t) in (2.4)

X(t) =I1(1) = I1

∑
i∈N

∑
j∈N

⟨1, ei⟩L2(λ) ⟨1, πj⟩L2(ν) ei(s)πj(z)


=
∑
i∈N

∑
j∈N

∫ t

0

ei(s)ds

∫
R
πj(s)η(dz)I1 (ei(s)πj(z)) . (5.13)

Now since

Kεκ(i,j) = I1

(
δ⊗εκ(i,j)

)
= I1 (ei(s)πj(z)) =

∫ t

0

∫
R
ei(s)πj(z)dsη(dz) (5.14)

and {πj}j∈N is orthonormal with respect to L2(η), hence

X(t) = ζ
∑
i∈N

∫ t

0

ei(s)dsKεκ(i,1) , (5.15)

where ζ is given by (3.8).

Definition 5.3. The white noise Lévy process Ẋ(t) is defined by

Ẋ(t) =
∑
i∈N

∑
j∈N

ei(t)

∫
R
πj(z)η(dz)Kεκ(i,j) = ζ

∑
i∈N

ei(t)Kεκ(i,1) . (5.16)

Proposition 5.4. Characterization of Ẋ(t)

(i) Ẋ(t) ∈ (S)∗

(ii) Ẋ(t) = dX(t)
dt in (S)∗

Proof. The proof is similar to that in [8].

(i) Since κ(i, 1) ≥ i and supt∈R |en(t)| = O(n−1/12) [11], then,∥∥∥Ẋ(t)
∥∥∥2
−q

=ζ2
∑
i∈N

εκ(i,1)!e2i (t)(2N)−εκ(i,1)q

=ζ2
∑
i∈N

e2i (t)(2κ(i, 1))
−q

≤ζ2
∑
i∈N

e2i (t)(2i)
−q. (5.17)

The series converges for q ≥ 2 and thus proves our claim.
(ii) Note that from (5.15) and (5.16), we have the following:

X(t+ h)−X(t)

h
− Ẋ(t) =ζ

∑
i∈N

1

h

∫ t+h

t

(ei(s)− ei(t))dsKεκ(i,1)

=ζ
∑
i∈N

ai(h)Kεκ(i,1) , (5.18)

where

ai(h) =
1

h

∫ t+h

t

(ei(s)− ei(t))ds. (5.19)
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Since supt∈R |en(t)| = O(n−1/12) then, supi∈N |ai(h)| < ∞ for all h ∈ [0, 1].
Furthermore, since κ(i, 1) ≥ 1 then,∥∥∥∥X(t+ h)−X(t)

h
− Ẋ(t)

∥∥∥∥2
−q

=ζ2
∑
i∈N

ε(i,1)!|ai(h)|2(2κ(i, 1))−q

≤ζ2
∑
i∈N

|ai(h)|2(2i)−q. (5.20)

Now, since ai(h) → 0 as h → 0 for all i ∈ N then, for all q ≥ 2 from the
dominated convergence theorem,∑

i∈N
|ai(h)|2(2i)−q → 0 as h → 0. (5.21)

From the bounded convergence theorem, we obtain∥∥∥∥X(t+ h)−X(t)

h
− Ẋ(t)

∥∥∥∥2
−q

→ 0 as h → 0. (5.22)

□

Definition 5.5. The Lévy white noise field Ṁ(t, z) is defined by

Ṁ(t, z) =
∑
i∈N

∑
j∈N

ei(t)πj(z)Kεκ(i,j) . (5.23)

Lemma 5.6. Ṁ(t, z) ∈ (S)∗, µ− a.e.

Proof. Since ∥∥∥Ṁ(t, z)
∥∥∥2
−q

=
∑
i∈N

∑
j∈N

e2i (t)π
2
j (z)(2κ(i, j))

−q. (5.24)

Since
√
ij ≤ κ(i, j) and by orthonormality, {ei}i∈N and {πj}j∈N are orthonormal

with respect to L2(λ) and L2(η) respectively. Thus∫
R+×R

∥∥∥Ṁ(t, z)
∥∥∥2
−q

µ(dt, dz) ≤
∫
R+×R

∑
i∈N

∑
j∈N

e2i (t)π
2
j (z)(2

√
ij)−qdtη(dz)

=
∑
i∈N

(
√
2i)−q

∫
R+

e2i (t)dt
∑
j∈N

(
√

2j)−q

∫
R
π2
j (z)η(dz)

=
∑
i∈N

(
√
2i)−q

∑
j∈N

(
√
2j)−q. (5.25)

The above series converges for q > 2, thus proving our claim. □

Remark 5.7. Radon-Nikodym Interpretation of the Lévy white noise field: Let
t ∈ R+ and A ∈ B(R). Then

M(t, A) =

∫ t

0

∫
A

M(ds, dz) = σ

∫ t

0

dW (s) +

∫ t

0

∫
A

zÑ(ds, dz). (5.26)
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Likewise, we can express M(t, A) as follows:

M(t, A) =I1(1[0,t](s)1A(z))

=I1

∑
i∈N

∑
j∈N

⟨
1[0,t], ei

⟩
L2(λ)

⟨1A, πj⟩L2(ν) ei(s)πj(z)


=

∫ t

0

∫
A

∑
i∈N

∑
j∈N

ei(s)πj(z)µ(ds, dz)Kεκ(i,j)

=

∫ t

0

∫
A

Ṁ(t, z)µ(ds, dz) (5.27)

by definition of Ṁ . Hence, from (5.26) and (5.27), Ṁ(s, z) is interpreted as a
Radon-Nikodym derivative in (S)∗ as follows:

M(dt, dz) = Ṁ(t, z)µ(dt, dz). (5.28)

5.4. Wick Product. The Wick Product was first introduced by Wick in 1950
as a renormalization tool in quantum field theory. Its application in stochastic
analysis was introduced by Hida and Ikeda in 1965 [11]. We state some of its
properties which are similar to the Wiener and Poisson white noise theory.

Let F =
∑

α∈I aαKα ∈ (S)−1 and G =
∑

β∈I bβKβ ∈ (S)−1, then the Wick
Product of X and Y denoted by X ⋄ Y is defined as

X ⋄ Y =
∑
α∈I

∑
β∈I

aαbβKα+β =
∑
γ∈I

 ∑
α+β=γ

aαbβ

Kγ . (5.29)

We define the Wick powers of X ∈ (S)−1 as follows: X⋄n = X⋄(n−1) ⋄X, n ∈
N, X⋄0 = 1. If f : C → C is entire, given by the Taylor series expansion f(z) =∑∞

n=0 anz
n, then, we define the following Wick version f⋄(X), X ∈ (S)−1 by

setting f⋄(X) =
∑∞

n=0 anX
⋄n. Also, we define the the Wick exponential of X ∈

(S)−1 denoted as exp⋄(X) =
∑∞

n=0
X⋄n

n! . whenever it is convergent in (S)−1.

5.5. Stochastic Derivative. Consider the formal sum

F =
∑
n∈N0

In(fn) =
∑
α∈I

cαKα, (5.30)

where

Kα = I|α|

(
δ⊗̂α

)
, fn =

∑
|α|=n

cαδ
⊗̂α. (5.31)

As is well-known (see [22]), if F ∈ D1,2, the Malliavin derivative in D1,2 is as
follows,

Dt,zF =
∞∑

n=1

nIn−1(fn(., (t, z))). (5.32)

Let us relax the requirement of belonging to D1,2, by defining a stochastic deriv-
ative in F with the same form as (5.32) whenever Dt,zF converges in a generalized
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function space. In the Wiener case, the stochastic derivative corresponds to the
Hida-Malliavin derivative whenever Dt,0F converges in (S)∗ [8].

From (5.31), we have:

fn(., (t, z)) =
∑
|α|=n

cαδ
⊗̂α(., (t, z)). (5.33)

Let p = Index(α), then αi = 0 for i > p and letεi = (0, · · · , 1, · · · , 0)T , a unit

vector with a 1 in the ith component and zero otherwise. Then, δ⊗̂α(., t, z) can be
computed as follows:

δ⊗̂α(., t, z) =
1

|α|
∑
i∈N

αiδ
⊗̂(α−εi)δ⊗̂εi(t, z). (5.34)

Then, from (5.32), (5.33), and (5.34), we obtain the stochastic derivative

Dt,zF =
∑
α∈I

∑
i∈N

cααiKα−εiδ
⊗̂εi(t, z). (5.35)

Note that if F ∈ D1,2, then the Malliavin derivative in (5.32) and the stochastic
derivative in (5.35) coincide. Since κ is bijective, then for any i ∈ N, ∃(k,m) ∈
N× N such that i = κ(k,m). Hence, we can also express (5.35) as follows:

Dt,zF =
∑
α∈I

∑
k∈N

∑
m∈N

cαακ(k,m)Kα−εκ(k,m)
δ⊗̂εκ(k,m)(t, z) (5.36)

=
∑
α∈I

∑
k∈N

∑
m∈N

cαακ(k,m)Kα−εκ(k,m)
ek(t)πm(z) (5.37)

=
∑
β∈I

∑
k∈N

∑
m∈N

cβ+εκ(k,m)
(βκ(k,m) + 1)Kβek(t)πm(z). (5.38)

Proposition 5.8. Closability of Stochastic Derivatives. Let Fm, F ∈ G∗ such that
as m → ∞

(i) Fm → F in G∗,
(ii) Dt,zFm converges in G∗

Then, Dt,zFm → Dt,zF in G∗.

Proof. We follow an argument similar to [8]in showing closability in D1,2. Consider
the formal expansion

F =
∑
α∈I

cαKα, Fm =
∑
α∈I

cmα Kα (5.39)

such that Fm → F in G∗, then there exists q > 0 such that

||Fm − F ||2G∗ =
∑
α∈I

α!|cmα − cα|2e−2q|α| → 0. (5.40)

Hence, cmα → cα. Since the stochastic derivative of Dj,t,zF is given as

Dt,zFm =
∑
α∈I

∑
k∈N

∑
l∈N

cmα ακ(k,l)Kα−εκ(k,l)
ek(t)πl(z). (5.41)
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and since Dt,zFm converges in G∗ then, there exists r > 0 such that

||Dt,zFm −Dt,zFn||2G−r

=
∑
α∈I

∑
k∈N

∑
l∈N

|cmα − cnα|2α2
κ(k,l)(α− ϵκ(k,l))!e

−2r|α−ϵκ(k,l)|! → 0. (5.42)

From Fatou’s lemma,

lim
m→∞

∑
α∈I

∑
k∈N

∑
l∈N

|cmα − cα|2α2
κ(k,l)(α− ϵκ(k,l))!e

−2r|α−ϵκ(k,l)!|

= lim
m→∞

∑
α∈I

∑
k∈N

∑
l∈N

lim inf
n→∞

|cmα − cnα|2α2
κ(k,l)(α− ϵκ(k,l))!e

−2r|α−ϵκ(k,l)|!

≤ lim
m→∞

lim inf
n→∞

∑
α∈I

∑
k∈N

∑
l∈N

|cmα − cnα|2α2
κ(k,l)(α− ϵκ(k,l))!e

−2r|α−ϵκ(k,l)|! = 0.

(5.43)

Hence, as m → ∞, ||Dt,zFm − Dt,zF ||2G−r
→ 0. Therefore, Dt,zFm → Dt,zF ∈

G−r ⊂ G∗. □

Proposition 5.9. Let

F =

∞∑
n=0

In(fn) ∈ G∗, (5.44)

where fn ∈ L2
s(µ

n). Then, Dt,zF ∈ G∗, µ a.e. and is given by

Dt,zF =
∑
n=1

nIn(fn−1(·, (t, z))). (5.45)

Proof. We follow arguments which are parallel to [19] in the Poisson case. Since
F ∈ L2(P ), defining its partial sum as

Fm =
m∑

n=0

In(fn) (5.46)

then Fm → F in G∗ as m → ∞. Pick q > 0 arbitrarily, then

||Fm − F ||2G−q
=

∞∑
n=m+1

n!||fn||2L2(µn)e
−2qn → 0. (5.47)

Since q > 0 is arbitrary, then F ∈ G∗. Note that

||Dt,zFm −Dt,zF ||2G−q
=

∞∑
n=m+1

nn!||fn(·, (t, z))||2L2(µn−1)e
−2q(n−1). (5.48)
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Integrating both sides and letting m → ∞ yields∫
[0,t]×R

||Dt,zFm −Dt,zF ||2G−q
µ(dt, dz)

=
∞∑

n=m+1

nn!

∫
[0,t]×R

||fn(·, (t, z))||2L2(µn−1)e
−2q(n−1)µ(dt, dz)

≤K
∞∑

n=m+1

n!||fn||2L2(µn) → 0 (5.49)

for some K > 0. Thus, our claim is established. □

Lastly, we state the chain rule under Wick-polynomial action for entire func-
tions.

Lemma 5.10. [6] Let F ∈ (S)∗ and g : C → C be entire, then

Dt,zg
⋄(F ) =(g′)⋄(F ) ⋄Dt,zF. (5.50)

5.6. Wick Skorohod Identity. We extend the concept of (S)∗ integrability [10],
[17] to the Canonical Lévy space.

Definition 5.11. ((S)∗ integrability). The random field u : R+ × R is said to be
(S)∗-integrable if the action of u for all F ∈ (S)∗ satisfies < u,F >∈ L1(µ). The
(S)∗-integral denoted by

∫
R+×R u(t, z)µ(dt, dz) is the unique element in (S)∗ such

that ⟨∫
R+×R

u(t, z)µ(dt, dz), F

⟩
=

∫
R+×R

⟨u(t, z), F ⟩µ(dt, dz). (5.51)

Proposition 5.12. Wick-Skorohod Identity.
Let u be Skorohod-integrable with respect to M, then, for all (t, z) ∈ R+ × R, we

have that u(t, z) ⋄ Ṁ(t, x) is (S)∗-integrable and∫
R+×R

u(t, x)M(δt, dz) =

∫
R+×R

u(t, z) ⋄ Ṁ(t, z)µ(dt, dz). (5.52)

Proof. The steps of the proof are parallel to [7]. Since u is Skorohod-integrable
with respect to M , then it has a representation of the form

u(t, z) =
∑
α∈I

cα(t, z)Kα =

∞∑
n=0

In(fn(·, (t, z))), (5.53)

where fn(·, (t, z)) ∈ L2
s(µ

n). The right-hand side of (5.52) yields the following:∫
R+×R

u(t, z) ⋄ Ṁ(dt, dz)µ(dt, dz) =
∑
α∈I

∑
k∈N

∑
m∈N

< cα, ekpm >L2(µ) Kα+ϵκ(k,m) .

(5.54)

Now since

fn(·, (t, z)) =
∑
|α|=n

cα(t, z)δ
⊗̂α, (5.55)
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then, fn(·, (t, z)) has the following orthonormal expansion

fn(·, (t, z)) =
∑
k∈N

∑
m∈N

∑
|α|=n

< cα, ekπm >L2(µ) δ
⊗̂αek(t)πm(z). (5.56)

Hence, the left-hand side of (5.52) yields the following:∫
R+×R

u(t, z)M(δt, dz) =
∑
α∈I

∑
k∈N

∑
m∈N

< cα, ekpm >L2(µ) Kα+ϵκ(k,m) . (5.57)

Finally, (5.54) and (5.57) give us the desired identity. □

6. Clark-Ocone Theorem in L2(P )

Now that we have presented a framework of concepts for Canonical Lévy pro-
cesses’ white noise theory, our goal is to show a Clark-Ocone theorem in L2(P )
with respect to the independent random measure M . The steps in proving the
Clark-Ocone theorem in L2(P ) are similar to the Wiener and Poisson white noise
cases [8]: first one shows the Clark-Ocone theorem for a Wick polynomial, and then
one proves an auxiliary lemma (Lemma 6.7) to obtain the Clark-Ocone theorem
in L2(P ).

We let P (x) be a polynomial in Rn, that is, P (x) can be written as follows:

P (x) =
∑
α∈I

cαx
α, x ∈ Rn, cα ∈ R, I = Nn. (6.1)

Throughout this section, we assume that a process u : R+ → (S)∗ is differentiable
in the (S)∗ sense. Define the following processes in (S)∗ :

Xk,m =

∫
R+×R

ek(x)πm(s)M(ds, dx) = Kϵκ(k,m) ,

X
(t)
k,m =

∫
[0,t]×R

ek(x)πm(s)M(ds, dx)
.
= K(t)

ϵκ(k,m) . (6.2)

From the Wick-Skorohod identity, we have the following derivative in (S)∗

d

dt
X

(t)
k,m = ek(x)Lm(t), (6.3)

where

Lm(t) =

∫
R
πm(t)Ṁ(ds, dx)η(dx). (6.4)

We let

X = (Xk1,m1
, · · · ,Xkn,mn

)T , X(t) = (X
(t)
k1,m1

, · · · , X(t)
kn,mn

)T ,

α = (ακ(k1,m1), · · · , ακ(kn,mn))
T , (6.5)

where ki,mi ∈ N, for all i ∈ {1, · · · , n}. The Wick polynomial of X is given by

P ⋄(X) =
∑
α∈I

cαX
⋄α. (6.6)
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Moreover, we have the following identities:

X⋄α =(Xk1,m1)
⋄κ(k1,m1) ⋄ · · · ⋄

(
Xk,mn

)⋄κ(kn,mn)
= Kα,(

X(t)
)⋄α

=
(
X

(t)
k1,m1

)⋄κ(k1,m1)

⋄ · · · ⋄
(
X

(t)
k,mn

)⋄κ(kn,mn)

= K(t)
α . (6.7)

Lemma 6.1. Differentiation of the Wick Polynomial

(i)

Dt,zP (X) =
n∑

i=1

∑
α∈I

cαακ(ki,mi)X
α−ϵκ(ki,mi)

eki(t)πmi(z), (6.8)

Dt,zP
⋄(X) =

n∑
i=1

∑
α∈I

cαακ(ki,mi)X
⋄(α−ϵκ(ki,mi))

eki(t)πmi(z). (6.9)

(ii)

d

dt
P ⋄(X(t)) =

n∑
i=1

(
∂P

∂xi

)⋄ (
X(t)

)
⋄ eki(t)Lmi(z). (6.10)

Proof. (i) From the chain rule,

Dt,zP (X) =

n∑
i=1

∂P (X)

∂xi
Dt,zXki,mi , (6.11)

Dt,zP
⋄(X) =

n∑
i=1

∂P ⋄(X)

∂xi
Dt,zXki,mi . (6.12)

Since

∂P (X)

∂xi
=
∑
α∈I

cαακ(ki,mi)X
α−ϵκ(ki,mi)

, (6.13)

∂P ⋄(X)

∂xi
=
∑
α∈I

cαακ(ki,mi)X
⋄(α−ϵκ(ki,mi)) (6.14)

and

Xki,mi =

∫
R+×R

eki(s)πmi(x)M(ds, dx) = I1(ekiπmi). (6.15)

Then,

Dt,zXki,mi = eki(t)πmi(x). (6.16)

Plugging (6.13)− (6.16) into (6.11)− (6.12), yields the desired result.
(ii) From the Wick chain rule and (6.15), we obtain

d

dt
P ⋄(X(t)) =

n∑
i=1

(
∂P

∂xi

)⋄ (
X(t)

)
⋄ d

dt
X

(t)
ki,mi

=

n∑
i=1

(
∂P

∂xi

)⋄ (
X(t)

)
⋄ eki(t)Lmi(z). (6.17)

□
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Definition 6.2. [17] Let F =
∑∞

n=0 In(fn) ∈ G∗. We define the generalized
expectation E[F ] in G∗ by

E[F ] = I0(f0) (6.18)

and we define the conditional expectation of F with respect to A ∈ B([0, T ]) by

E[F |FA] =
∞∑

n=0

In(fn1
⊗n
A ). (6.19)

Let T > 0 be a constant, we say that F ∈ G∗ is FT measurable if E[F |FT ] = F.

Remark 6.3. If F ∈ L2(P ) ⊂ (G)∗, then the generalized expectation coincides with
the usual conditional expectation. Let F ∈ G∗ and A ∈ B([0, T ]), then E[F |FA] ∈
G∗ and for some q > 0, ∥E[F |FA]∥G−q

≤ ||F ||G−q . Hence, E[F |FA] ∈ (G)∗

Lemma 6.4. [17] Let F,G ∈ G∗, and A ∈ B([0, T ]), then

E[F ⋄G|FA] = E[F |FA] ⋄ E[G|FA]. (6.20)

Lemma 6.5. [8] If F = P ⋄(X) ∈ G∗, then its generalized conditional expectation
in G∗ is given by

E[F |Ft] =
∑
α∈I

cα

(
X(t)

)⋄α
= P ⋄

(
X(t)

)
. (6.21)

F ∈ G∗ is FT measurable iff F can be written as

F =
∑
α∈I

cα

(
X(T )

)⋄α
. (6.22)

To show the Clark-Ocone theorem in L2(P ), we first establish a Clark-Ocone
theorem for polynomials.

Proposition 6.6. (Clark-Ocone Theorem for Polynomials). Let F ∈ G∗ be an
FT measurable Wick polynomial of degree n. Then

F =E[F ] +

∫
[0,T ]×R

E[Dt,zF |Ft−]M(dt, dz). (6.23)

Proof. Since F Wick polynomial of degree n, then it has of the form

F = P ⋄(X) =
∑
α∈I

cαX
⋄α, (6.24)

where P (x) is a polynomial in Rn. Moreover, since F is an an FT measurable,
then

F =E[F |FT ] = E

[∑
α∈I

cα

(
X(T )

)⋄α∣∣∣∣∣FT

]

=
∑
α∈I

cαE
[(

X(T )
)⋄α∣∣∣FT

]
=
∑
α∈I

cα

(
X(T )

)⋄α
. (6.25)
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The expansion F and E[Dt,zF |Ft−] consists of a finite number of terms. Hence,
both processes are Skorohod integrable. Then from the Wick-Skorohod identity
and from the preceding lemma,∫

[0,T ]×R
E[Dt,zF |Ft−]M(dt, dz)

=

∫
[0,T ]

n∑
i=1

(
∂P

∂xi

)⋄ (
X(t)

)
⋄ eki(t)

∫
R
πmi(z)Ṁ(t, z)η(dz)dt.

(6.26)

Now, since

eki(t)

∫
R
πmi(z)Ṁ(t, z)η(dz)dt = eki(t)Lmi(t) =

d

dt
X

(t)
ki,mi

, (6.27)

then, from the Wick chain rule and since F is be FT− measurable, we finally
obtain ∫

[0,T ]×R
E[Dt,zF |Ft−]M(dt, dz)

=

∫
[0,T ]

n∑
i=1

(
∂P

∂xi

)⋄ (
X(t)

)
⋄ d

dt
X

(t)
ki,mi

dt

=

∫
[0,T ]

d

dt
P ⋄
(
X(t)

)
=P ⋄

(
X(T )

)
− P ⋄

(
X(0)

)
=F − E[F ]. (6.28)

□

We need the following auxiliary lemma in establishing Clark-Ocone in L2(P ).

Lemma 6.7. Let F ∈ G∗, then we have the following:

(i) Dt,zF ∈ G∗, G∗, µ a.e.,
(ii) Let Fn ∈ G∗, ∀ n ∈ N such that Fn → F in G∗ as n → ∞, then there exists

a sub-sequence Fnk
, k ∈ N such that Dt,zFnk

→ Dt,zF ∈ G∗ as k → ∞,
G∗, µ a.e.

Proof. The proof is similar to the proof of Okur [18] in the Wiener case. □

Proposition 6.8. Clark-Ocone Theorem in L2(P )
Let F ∈ L2(P ) be FTmeasurable, then

F =E[F ] +

∫
[0,T ]×R

E[Dt,zF |Ft−]M(dt, dz), (6.29)

where E[Dt,zF |Ft−] ∈ L2(P × µ), (t, z) ∈ [0, T ]× R.

Proof. Since F is FT -measurable, then it has a chaos expansion of the form

F =
∑
α∈I

cαKα. (6.30)
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Let Fn be the truncation of F such that

Fn =
∑
α∈In

cαKα, (6.31)

where In = {α ∈ I : |α| ≤ n, Index(α) ≤ n}. Then, from the Clark-Ocone
theorem for polynomials, for at n ∈ N,

Fn =E[Fn] +

∫
[0,T ]×R

E[Dt,zF |Ft−]M(dt, dz). (6.32)

From Itô’s representation theorem, there exists a unique predictable process u(t, z),

(t, z) ∈ [0, T ]× R such that E
[∫

[0,T ]×R u2(t, z)µ(t, z)
]
< ∞,

F =E[F ] +

∫
[0,T ]×R

u(t, z)M(dt, dz). (6.33)

From the isometry relation with respect to the independent random measure M
(Section 1.5 of [23]), we obtain

E
[
|(Fn − E[Fn])− (F − E[F ])|2

]
=E

∣∣∣∣∣
∫
[0,T ]×R

(E[Dt,zFn|Ft−]− u(t, z))M(dt, dz)

∣∣∣∣∣
2


=E

[∫
[0,T ]×R

|E[Dt,zFn|Ft−]− u(t, z)|2µ(dt, dz)

]
. (6.34)

Then, since Fn → F in L2(P ), the right hand side approaches zero as n → ∞.
Thus, we have the following convergence:

E[Dt,zFn|Ft− ] → u(t, z), L2(P × µ). (6.35)

Now since Fn → F ∈ L2(P ) ⊂ G∗, then from Lemma 6.7 there exists a sub-
sequence Fnk

, k ∈ N such that

E[Dt,xFnk
|Ft−] → E[Dt,xF |Ft−] ∈ G∗, k → ∞ G∗, µ a.e. (6.36)

Taking a further sub-sequence, we have

E[Dt,xFnk
|Ft−] → u(t, z), k → ∞ L2(P ), µ a.e. (6.37)

Thus, it follows that

u(t, z) = E[Dt,xF |Ft−], L2(P ), µ a.e. (6.38)

□
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4. Benth, F. E., Di Nunno, G., Løkka, A, Øksendal, B., and Proske, F.: Explicit representation

of the minimal variance portfolio in markets driven by Lévy processes. Math. Finance, 13
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