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ANDERSON POLYMER IN A FRACTIONAL BROWNIAN

ENVIRONMENT: ASYMPTOTIC BEHAVIOR OF THE

PARTITION FUNCTION

KAMRAN KALBASI, THOMAS S. MOUNTFORD, AND FREDERI G. VIENS

Abstract. We consider the Anderson polymer partition function

u(t) := E
X
[

e
∫ t
0 dB

X(s)
s

]

,

where {Bx
t ; t ≥ 0}x∈Zd is a family of independent fractional Brownian motions

all with Hurst parameter H ∈ (0, 1), and {X(t)}t∈R≥0 is a continuous-time

simple symmetric random walk on Zd with jump rate κ and started from the
origin. E

X is the expectation with respect to this random walk.
We prove that when H ≤ 1/2, the function u(t) almost surely grows asymp-

totically like eλt, where λ > 0 is a deterministic number. More precisely, we
show that as t approaches +∞, the expression { 1

t
log u(t)}t∈R>0 converges

both almost surely and in the L1 sense to some positive deterministic number
λ.

For H > 1/2, we first show that limt→∞
1
t
log u(t) exists both almost

surely and in the L1 sense, and equals a strictly positive deterministic number
(possibly +∞); hence almost surely u(t) grows asymptotically at least like eαt

for some deterministic constant α > 0. On the other hand, we also show that
almost surely and in the L1 sense, lim supt→∞

1

t
√

log t
log u(t) is a deterministic

finite real number (possibly zero), hence proving that almost surely u(t) grows

asymptotically at most like eβt
√
log t for some deterministic positive constant

β.
Finally, for H > 1/2 when Z

d is replaced by a circle endowed with a

Hölder continuous covariance function, we show that lim supt→∞
1
t
log u(t) is a

deterministic finite positive real number, hence proving that almost surely u(t)
grows asymptotically at most like ect for some deterministic positive constant
c.

Introduction

Let (ΩX ,FX , (FX
t )t≥0,P

X) be a complete filtered probability space with PX

being the probability law of a simple symmetric random walk on Z
d indexed by

t ∈ R
≥0 and started at the origin. We denote the jump rate of the random walk

by κ , the corresponding expectation by E
X and a random walk sample path by

X(·). We also denote by DT the space of right-continuous paths X : [0, T ] → Z
d

that have only a finite number of jumps all of which having length one. Let also
{Bx

t ; t ≥ 0}x∈Zd be a family of stochastic processes indexed by Z
d and independent

of the random walk.
The Anderson polymer model (with inverse temperature β) [3] is the Gibbs measure

Key words and phrases. Anderson polymer, fractional Brownian motion, parabolic Anderson
model, asymptotic behavior, Lyapunov exponents, Malliavin calculus.
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on DT defined by (if it exists)

(1) µX
κ,β,T (A) =

1

u(T )
E
X
[
eβ

∫ T
0

dBX(s)
s 1{X(·)∈A}

]
for any event A ∈ DT

where

u(T ) := E
X
[
eβ

∫ T
0

dBX(s)
s

]
.

Here the stochastic integral is nothing more than a summation. Indeed, suppose
n is the number of jumps of the random walk X(·), the sequence {ti}ni=1 are the
jump times of X(·) in the time interval (0, T ), and define t0 := 0 and tn+1 := T .
Also for each i let xi be the value of X(·) in the time interval [ti, ti+1). Then we
have

∫ T

0

dBX(s)
s =

n∑

i=0

(
Bxi

ti+1
−Bxi

ti

)
.

The function u(·) is called the partition function of the polymer.
u(·) is also related to the solution of the parabolic Anderson model which is

described by the following equation

(2)





∂

∂t
u(t, x) = κ∆u(t, x) + ξ(t, x)u(t, x), x ∈ Z

d , t ≥ 0

u(0, x) = uo(x) ,

where κ > 0 is a diffusion constant and ∆ is the discrete Laplacian defined by
∆f(x) := 1

2d

∑
|y−x|=1

(
f(y)− f(x)

)
. The potential {ξ(t, x)}t,x can be a random

or deterministic field or even a Schwartz distribution. For more on the parabolic
Anderson model we refer to the classical work of Carmona and Molchanov [2], as
well as the surveys [9, 5, 13].

By [2], if for every y ∈ Z
d the function {ξ(t, y)}t is locally integrable in t, and if

the following Feynman-Kac formula is finite, then it actually solves Equation (2)

(3) u(t, x) = E
X
[
uo(X(t))e

∫
t
0
ξ(s,X(t−s))ds

]
= E

X
[
uo(X(t))e

∫
t
0
dBX(t−s)

s

]
,

where By
t :=

∫ t

0
ξ(s, y)ds, and X(t) is a simple symmetric random walk on Z

d, with

jump rate κ, started at x ∈ Z
d and independent of the family {ξ(t, y)}t,y.

The parabolic Anderson model (PAM) has been extensively studied both when
the potential ξ(t, x) is a real-valued field (see e.g. [7, 8, 13] and the references
therein) and when it is a white Gaussian noise which is a distributional-valued field
(see e.g. [2, 1] and their cited references). On the contrary, very little is known on
the PAM driven by distributional-valued potentials other than the white Gaussian
noise. We study the asymptotic behavior of u(·) when the potential ξ(t, x) is a
fractional noise by which we mean the corresponding {Bx

t ; t ≥ 0}x∈Zd is a family
of independent fractional Brownian motions all with the same Hurst parameter
H ∈ (0, 1). Fractional Brownian motion (fBm) as a generalization of Brownian
motion, is widely used to incorporate long-range spatial or temporal correlations.
Many phenomena in physics, biology, economy and telecommunications show long
range memory (see e.g. [20] and references therein).

When the parabolic Anderson model is driven by fractional (or white) noise
which is the formal derivative of fractional (or standard) Brownian motion, the
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parabolic Anderson equation is formulated in the following mild sense

(4)





u(t, x)− u(0, x) = κ

∫ t

0

∆u(s, x) ds+

∫ t

0

u(s, x) dBx
s

u(0, x) = uo(x)

where {Bx
t ; t ≥ 0}x∈Zd is a family of independent fractional Brownian motions all

with Hurst parameter H ∈ (0, 1), and the stochastic integral is of the Stratonovich
type [2, 12].

It has been shown that the Feynman-Kac formula (3) solves Equation (4) when
it is driven by white noise [2] and when driven by fractional noise of any arbitrary
Hurst parameter [12].

The asymptotic behavior of u(·) has been studied in [2] and [4] for the case of
Brownian motion i.e. H = 1/2. It has been demonstrated [2, 4] that almost surely,
1
t log u(t) converges to some deterministic positive constant λ which is called the
Lyapunov exponent of u(·). These proofs make use of subadditivity properties
and independent increments of the Brownian motion which no longer apply to the
general case of H ∈ (0, 1).

In [24] the parabolic Anderson model on a circle (S1) with Riemann-Liouville
fractional Brownian environment was considered. For H ≤ 1/2, assuming quite
strong conditions onH , κ, and the spatial covariance, it proves that { 1

n log u(n)}n∈N

converges to some deterministic positive number. For H > 1/2, it tries to show

that log u(t) grows asymptotically faster than t2H

log t , which is in contrast with our

results in Section 8 where we show that in the compact-space setup (for example a
circle), log u(t) grows linearly for H > 1/2 as well.

In this paper we consider

(5) u(t) := E
X
[
e
∫ t
0
dBX(s)

s

]
,

where {Bx
t ; t ≥ 0}x∈Zd is a family of independent fractional Brownian motions all

with Hurst parameter H ∈ (0, 1). It should be noted that β in Equation (1) plays
no role in our arguments, hence for the sake of simplicity we take β equal to 1. Let
also

(6) U(t) := E log u(t) ,

where “E” denotes expectation with respect to the fractional Brownian motion field.
Although we assume that the fractional Brownian motions associated to different
sites of Zd are independent, our results remain valid for much more general spatial
covariance structures.

We summarize the results of this paper by the following two theorems.

Theorem 0.1. With the above notations, we have:
I. For H ≤ 1/2, the limit of { 1

t log u(t)}t∈R>0, as t approaches ∞, exists both

almost surely and in the L1 sense, and equals some strictly positive finite determin-
istic number.
II. For H > 1/2, the limit of { 1

t log u(t)}t∈R>0 , as t approaches ∞, exists both

almost surely and in the L1 sense, and equals some strictly positive determinis-

tic number (possibly +∞). Moreover, lim supt→∞
u(t)

t
√
log t

is a finite deterministic

number.
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As a by-product we also prove the next theorem that provides a time-linear upper
bound on the Anderson polymer partition function in the set-up of [24]. Setting
the stage, let {Bx

t ; t ≥ 0}x∈R be a family of fractional Brownian motions of Hurst
parameter H ∈ (0, 1) with the following covariance structure

E
(
Bx

t B
y
s

)
= RH(t, s)Q(x, y) ,

where Q : R × R → R is a positive semi-definite function 2π-periodic in both
coordinates, and RH(t, s) is the fBm covariance function, i.e.

RH(t, s) :=
1

2
(|t|2H + |s|2H − |t− s|2H) .

Let uc(·) be defined as follows

(7) uc(t) := E
X
[
e
∫

t
0
dBX(s)

s

]
,

where X(·) is a symmetric random walk on R with unit jumps and started from the
origin, or equivalently a simple symmetric random walk on Z started from zero.
Note that this set-up is equivalent to the Anderson model over S1 (unit circle).
Then we have

Theorem 0.2. Suppose Q(·, ·) is Hölder continuous of order α > 0, in the sense
that there exist positive constants C and α such that

|Q(x, y)− 1

2
Q(x, x) − 1

2
Q(y, y)| ≤ C|x − y|α for every x, y ∈ R .

Then there exists a deterministic constant 0 < λ < ∞ such that almost surely
uc(t) ≤ eλt for t sufficiently large.

The organization of this paper is as follows:
In Section 1 we gather some background material which will be used in the

succeeding sections.
In Section 2, we show that the main contribution to U(t) comes from those ran-

dom walk occurrences that have at most Nt (to be defined there) number of jumps

over the time interval [0, t]. We denote by Û(t) the part of U(t) that comes from
this kind of random walk occurrences. We also show that as far as the asymptotic

behavior of {Û(t)}t∈R>0 is concerned we can confine our attention to the integer
values only, i.e. when t ∈ N.

In Section 3, we develop a Lipschitz inequality that will serve as a building block
for all our subsequent arguments.

In Section 4, we prove an approximate super-additivity for Û(·). This would

then imply the convergence of 1
t Û(t) as t goes to infinity.

Section 5 is devoted to the quenched asymptotic behavior. In mathematical
physics terminology the quenched statements are those statements that are for-
mulated almost surely. Here we seek the almost sure behavior of log u(t) when t
approaches infinity. In this section we show that log u(·) has the same asymptotic

behavior as Û(·). In particular we obtain limits over the positive real t’s instead of
just positive integers.

In Section 6, we establish a strictly positive asymptotic lower bound on { 1
t Û(t)}t,

for any κ and H ∈ (0, 1). Hence along with the super-additivity result, it shows

that Û(t) grows in t at least as fast as λt for some strictly positive λ.
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Section 7 deals with finding an asymptotic upper bound on { 1
t Û(t)}t. There, a

finite asymptotic upper bound is easily found for the case ofH ≤ 1/2. ForH > 1/2,

we show that { 1
t Û(t)}t is asymptotically bounded by Ct

√
log t for some positive

constant C.
Finally in Section 8, we deal with the compact-space setup of [24]. We show that

compactness can be utilized to improve our t
√
log t upper bound to a linear one.

1. Preliminaries

We recall some basic elements that will be used in later sections.

1.1. Fractional Brownian Motion. AGaussian random process {Bt}t∈R is called
a fractional Brownian motion (fBm) of Hurst parameter H ∈ (0, 1) if it has contin-
uous sample paths and its covariance function is of the following form:

(8) E
(
BtBs

)
= RH(t, s) :=

1

2
(|t|2H + |s|2H − |t− s|2H).

Property 1.1. For a fractional Brownian motion with Hurst parameter H, the
increments over disjoint intervals are positively correlated for H > 1/2, negatively
correlated for H < 1/2, and independent for H = 1/2 (see e.g. [16]). In other
words, for a fractional Brownian motion {Bt}t of Hurst parameter H, and for any
s < t ≤ u < v the covariance E

(
(Bt − Bs)(Bv − Bu)

)
is positive for H > 1/2,

negative for H < 1/2, and zero for H = 1/2.

Property 1.2. A fractional Brownian motion {Bt}t, of Hurst parameter H ∈
(0, 1), can be represented as a Volterra process [18]

(9) Bt =

∫ t

0

KH(t, s)dWs ,

where Ws is a standard Brownian motion and the stochastic integral is in the Itō
sense. KH(t, s) is the square-integrable kernel defined for every 0 < s < t as follows
For H > 1/2:

KH(t, s) := cH

∫ t

s

(u− s)H− 3
2 (

u

s
)H− 1

2du ,

and for H ≤ 1/2:

KH(t, s) := c′H

(( t
s

)H− 1
2 (t− s)H− 1

2 − (H − 1

2
)s

1
2−H

∫ t

s

uH− 3
2 (u− s)H− 1

2du
)
,

where cH and c′H are positive constants that depend only on H.

For H < 1/2, we have the following equality

KH(t, s) = lim
α↓s

∫ t

α

∂KH

∂t
(u, s)du + c′H

(α
s

)H− 1
2 (α− s)H− 1

2 .

This shows that for any H ∈ (0, 1) and any 0 < s < t1 < t2 we have

KH(t2, s)−KH(t1, s) =

∫ t2

t1

∂KH

∂t
(u, s)du

= cH

∫ t2

t1

(u − s)H− 3
2 (

u

s
)H− 1

2 du ,

where cH := c′H(H − 1
2 ).
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1.2. Malliavin Calculus. Let (Ω,F , P ) be a probability space and G a Gaussian
linear space on it. Let also H be a Hilbert space with the isometry W : H → G.
Define S as the space of random variables F of the form:

F = f
(
W(ϕ1), . . . ,W(ϕn)

)
,

where ϕi ∈ H, f ∈ C∞(Rn), f and all its partial derivatives have polynomial
growth. The Malliavin derivative of F , ∇F , is defined (see e.g. [11, 23]) as an
H-valued random variable given by

∇F :=

n∑

i=1

∂f

∂xi
(W(ϕ1), ...,W(ϕn)).ϕi

The operator ∇ is closable from L2(Ω) into L2(Ω;H) and one defines the Sobolev
space D

1,2 as the closure of S with respect to the following norm [11]:

‖F‖1,2 =
√
E(F 2) + E(‖∇F‖2

H
).

For more on Malliavin calculus we refer to [11].
Let {Bx

t ; t ∈ R}x∈Zd be a family of independent fractional Brownian motions
indexed by x ∈ Z

d all with Hurst parameter H .
Let H be the Hilbert space defined by the completion of the linear span of indicator
functions 1[0,t]×{x} for t ∈ R and x ∈ Z

d under the scalar product

〈1[0,t]×{x},1[0,s]×{y}〉H = RH(t, s) δx(y) ,

where δ is the Kronecker delta, and RH is as in (8). For negative t we assume the
convention 1[0,t]×{x} := −1[t,0]×{x}.
The mapping B(1[0,t]×{x}) := Bx

t can be extended to a linear isometry from H onto

the Gaussian space spanned by {Bx
t ) ; t ∈ R, x ∈ Z

d}. This is the only setting to
which we will apply Malliavin calculus in this paper.

1.3. Concentration inequalities. Let (Ω,F , P ) be a probability space, H be
a Gaussian Hilbert space on it and F(H) be the sigma algebra generated by H
[11]. The following theorem shows that the probability distribution of a Malliavin
derivable random variable with bounded derivative decays exponentially away from
its mean value. We will use this theorem in Section 5 for establishing the quenched
limits.

Theorem 1.3 (B.8.1 in [23]). Suppose that ϕ ∈ D
1,p for some p > 1 with ∇φ ∈

L∞(Ω;H), i. e. ‖∇ϕ‖H is almost surely bounded. Then we have the following tail
probability estimate:

(10) P{ω ; |ϕ(ω)− E[ϕ]| > c} ≤ 2 exp{ − c2

2 ‖∇ϕ‖2L∞(Ω;H)

}

Dudley’s theorem or Dudley’s entropy bound [15] provides a tight upper bound
on the expectation of the maximum of a family of Gaussian random variables.

Theorem 1.4 (Dudley). Let {Xt}t∈T be a separable centered Gaussian process
indexed by some topological space T and ρ be the pseudo-metric on T defined by
ρ(s, t) :=

√
E(Xt −Xs)2. Then we have

(11) E(sup
t∈T

Xt) ≤ K

∫ ∞

0

√
logN(ε) dε ,
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where N(ε) is the minimum number of ρ-balls of radius ε required to cover T , and
K is a universal positive constant.

Borell’s inequality [14] shows that under very weak conditions, the maximum
of a family of Gaussian random variables concentrates around its mean, and away
from its mean its probability tails decay exponentially.

Theorem 1.5 (Borell’s inequality). Let T be a topological space and {Xt}t∈T be
a separable centered Gaussian process with supt∈T Xt < ∞ almost surely. Then
[14] the expectation E(supt∈T Xt) is finite and for any c > 0

P

(
| sup
t∈T

Xt − E(sup
t∈T

Xt)| ≥ λ
)
≤ 2e

− λ2

2σ2
T ,

where σ2
T := supt∈T E(X2

t ).

2. Constraining the Number of Jumps and Quantization

In this section we show that as far as the asymptotic behavior is concerned we can
confine our attention to only those random walk occurrences that have a specified
maximum number of jumps.

For any positive real number t we define Nt as follows

(12) Nt :=

{
⌊t2⌋ for H > 1/2

⌊ρκt⌋ for H ≤ 1/2 ,

where ρ := max{e6, κ−1}, and ⌊x⌋ denotes the floor of x, i.e. the largest integer
not greater than x.

For t > 0, let At be the event that the number of jumps of the random walk in

the time interval [0, t] is less than or equal to Nt, and define Û(t) as follows

Û(t) := E logEX
[
e
∫ t
0
dBX(s)

s 1At

]
.

We have the following proposition:

Proposition 2.1. For any function f : R>0 → R
>0 which satisfies α|s − t| ≤

|f(s)− f(t)| ≤ β|s− t|p for some fixed positive numbers α, β, and p, we have

lim sup
t→∞

U(t)

f(t)
= lim sup

n→∞
n∈N

Û(n)

f(n)
,

and

lim inf
t→∞

U(t)

f(t)
= lim inf

n→∞
n∈N

Û(n)

f(n)
.

Proof. We show in the first part that U
f and Û

f are asymptotically very close, and

then in the second part we show that the asymptotic behavior of Û
f over integers

is the same as over real numbers.
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First part: We should examine how close U(t) is to Û(t). Define St
X :=∫ t

0
dB

X(s)
s . Using the inequality log(1 + a) ≤ a and then Cauchy-Schwarz we have

U(t)− Û(t) = E log
(
1 +

E
X
[
eS

t
X1Ac

t

]

EX
[
eS

t
X1At

]
)

≤ E

(
E
X
[
eS

t
X1Ac

t

]

EX
[
eS

t
X1At

]
)

≤
√
E

(
EX

[
eS

t
X1Ac

t

])2
√
E

(
EX

[
eS

t
X1At

])−2

,

where Ac
t is the complement of At.

As x−2 is convex and St
X is Gaussian , we have

E

(
E
X
[
eS

t
X1At

])−2

≤ p−3
At

EE
X
[
e−2St

X1At

]
≤ p−3

At
E
X
[
e2var(S

t
X)1At

]
,

where p
At

is the probability of A, and var(·) denotes variance with respect to the
environment, i.e. the fractional Brownian motion field.
For the other term, again by Cauchy-Schwarz we have

E

(
E
X
[
eS

t
X1Ac

t

])2

≤ p
Ac

t
EE

X
[
e2S

t
X1Ac

t

]
≤ p

Ac
t
E
X
[
e2var(S

t
X)1Ac

t

]
,

where p
Ac

t
is the probability of Ac

t . So we have

(13) 0 ≤ U(t)− Û(t) ≤ p−3/2
At

p1/2
Ac

t

E
X
[
e2var(S

t
X)1Ac

t

]
E
X
[
e2var(S

t
X)1At

]

i) ForH > 1/2: In this case as the increments of the fBm are positively correlated
(property 1.1), the maximum variance is achieved when the random walk stays on
a single site and never moves away. So we have

var(St
X) ≤ t2H .

So

E
X
[
e2var(S

t
X)1At

]
≤ pAt

e2t
2H

and E
X
[
e2var(S

t
X)1Ac

t

]
≤ p

Ac
t
e2t

2H

hence by (13), we have

U(t)− Û(t) ≤ p−1
At

p
Ac

t
e2t

2H

.

Let N denote the number of jumps of the random walk X(·) in the time interval
[0, t]. Evidently N has a Poisson distribution with mean κt. But for a general
Poisson random variable N with mean λ we have the following tail probability
bound [17]

(14) P (N ≥ n) ≤ e−λ(
eλ

n
)n for n > λ .

Using this bound, for t ≥ κe2 we have

p
Ac

t
≤ e−κt(

eκt

t2
)t

2 ≤ e−κte−t2 ,

which implies p
At

≥ 1/2. Hence

(15) 0 ≤ U(t)− Û(t) ≤ 2e−t2e2t
2H ∼ O(e−t).

ii) For H ≤ 1/2: Let N be the number of jumps of the random walk X(·) in the
time interval [0, t], and let {ti}Ni=1 be its jump times. We moreover define t0 := 0
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and tN+1 := t. As the increments of the fBm are negatively correlated in this case
(property 1.1), the maximum variance is achieved if the random walk never visits
any site more than once. Hence we have

var(St
X ) ≤

N∑

i=0

(ti+1 − ti)
2H ≤ (N + 1)(

t

N + 1
)2H ,

where we have used the concavity of the function x2H and the Hölder’s inequality.
So

E
X
[
e2var(S

t
X)1At

]
≤ E

X
[
e2(N+1)1−2Ht2H1At

]
≤ E

X
[
e2(ρκt)

1−2H t2H1At

]

≤ e2(ρκ)
1−2H tp

At
,

and

E
X
[
e2var(S

t
X)1Ac

t

]
≤ E

X
[
e2(N+1)( t

N+1 )
2H

1Ac
t

]
≤ E

X
[
e2(N+1)(ρκ)−2H

1Ac
t

]

≤ E
X
[
e2(N+1)1Ac

t

]
= e−κt

∑

n≥⌊ρκt⌋

(κt)n

n!
e2n ≤ e−κtee

2κt,

where we have used the fact that ρκ ≥ 1.
Finally using ρ ≥ e6 and Poisson tail probability bound (14) we have

p
Ac

t
≤ e−κt(

eκt

ρκt
)ρκt ≤ e−κte−5ρκt,

which also implies p
At

≥ 31/32.
Hence by (13) we have

(16)
0 ≤ U(t)− Û(t) ≤ (31/32)−1 exp{(ρκ)1−2Ht− κt/2 + e2κt/2− 5ρκt/2}

∼ O(e−t) ,

where we have used ρ ≥ e6 and ρκ ≥ 1.
So in any case and using 1

f(t) ∼ O(1) we have the following inequality

(17)
Û(t)

f(t)
≤ U(t)

f(t)
≤ Û(t)

f(t)
+O(e−t) .

Second part: We would like to show that by constraining ourselves to the

integers we do not lose any information on the asymptotic behavior of Û
f .

For any 0 < t1 < t2 define Ct1,t2 to be the event that the random walk has no jump
on the interval (t1, t2]. Let n := ⌊t⌋, and for any x ∈ Z

d denote ∆Bx
n,t := Bx

t −Bx
n.

We have

û(t) := E
X
[
e
∫ t
0
dBX(s)

s 1At

]
≥ E

X
[
e
∫ n
0

dBX(s)
s 1An1Cn,te

∫ t
n
dBX(s)

s
]

= E
X
[
e
∫ n
0

dBX(s)
s 1An1Cn,te

∆B
X(n)
n,t

]

≥ E
X
[
e
∫ n
0

dBX(s)
s 1An1Cn,t

]
emin|x|≤Nn ∆Bx

n,t

= E
X
[
e
∫

n
0

dBX(s)
s 1An

]
PX(Cn,t) emin|x|≤Nn ∆Bx

n,t .

So we have

Û(t) = E log û(t) ≥ Û(n)− κ(t− n) + E min
|x|≤Nn

∆Bx
n,t .

By elementary probability one can show that expected-value of the maximum of
m centered Gaussian random variables is bounded by σ

√
2 logm where σ2 is the
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maximum of their variances [15]. As var(∆Bx
n,t) is bounded by 1 for every x, we

have

E max
|x|≤Nn

∆Bx
n,t ≤

√
2 log

(
(2Nn)d

)
.

So we have

Û(t) ≥ Û(n)−K1

√
log(n) ,

where K1 is a positive constant that only depends on κ and d but not on any of
the other variables.

We can similarly show that

Û(n+ 1) ≥ Û(t)−K2

√
log(t) .

So we have

(18) Û(n)−K
√
log(n) ≤ Û(t) ≤ Û(n+ 1) +K

√
log(t) .

Hence the proposition follows from inequalities (18) and (17). �

3. Lipschitz Continuity of Residues of fBm Increments

In this section we consider the following stochastic process defined for every
u > n

Yn(u) :=

∫ n

0

(u− s)H− 3
2 (

u

s
)H− 1

2 dWs ,

and establish its Lipschitz continuity. This will play a vital role in the succeeding
sections. Indeed for n ∈ N

≥1 and n+ 1 ≤ t1 < t2 we have

(19) Bt2 −Bt1 =

∫ n

0

(
KH(t2, s)−KH(t1, s)

)
dWs + Zn,t2 ,

where Zn,t2 is measurable with respect to the sigma field generated by
{Ws −Wn ; s ∈ [n, t2]}.
Applying the stochastic Fubini’s theorem [19] to the first right hand side term of
(19) we get

∫ n

0

(
KH(t2, s)−KH(t1, s)

)
dWs =

∫ n

0

∫ t2

t1

(u− s)H− 3
2 (

u

s
)H− 1

2 du dWs

=

∫ t2

t1

Yn(u) du .

For k, n ∈ N
≥1 and u ∈ [n+ k, n+ k + 1] we define the process Yn,k as Yn,k(u) :=

Yn(u).
We denote by ≍ and 2 respectively, equality and inequality up to a positive con-
stant that only possibly depends on H .

Proposition 3.1. Let k, n ∈ N
≥1 and u, v ∈ [n+ k, n+ k + 1]. Then

(20) E
[(
Yn,k(u)− Yn,k(v)

)2]
2 (1 +

k

n
)2H−1k2H−4 (u− v)2,

and

(21) E
[(
Yn,k(u)

)2]
2 (1 +

k

n
)2H−1k2H−2 .
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Proof. Without loss of generality we may assume that u ≤ v. Using the Itō isometry
for stochastic integrals [19] we have

E
[(
Yn,k(u)− Yn,k(v)

)2]
=

∫ n

0

(
(u− s)H− 3

2 (
u

s
)H− 1

2 − (v − s)H− 3
2 (

v

s
)H− 1

2

)2

ds

≤ 2(I1 + I2) ,

where

I1 :=

∫ n

0

(
u

s
)2H−1

(
(u− s)H− 3

2 − (v − s)H− 3
2

)2

ds ,

and

I2 :=

∫ n

0

(v − s)2H−3
(
(
u

s
)H− 1

2 − (
v

s
)H− 1

2

)2

ds .

We furthermore break I1 and I2 into integrals over [0, n
2 ] and [n2 , n] so that I1 =

I1a + I1b and I2 = I2a + I2b, and we will bound these terms.
Using the following inequality

(22) |(u− s)H− 3
2 − (v − s)H− 3

2 | 2 v − u

(u− s)
5
2−H

which holds for s < u ≤ v, we have

I1b 2 (u− v)2
∫ n

n
2

(
u

s
)2H−1(u− s)2H−5 ds,

and

I1a 2 (u− v)2 u2H−1

∫ n
2

0

1

s2H−1(u − s)5−2H
ds .

When n
2 < s and u < n+ k + 1, for H > 1/2 we have

(
u

s
)2H−1 ≤ (

n+ k + 1

n/2
)2H−1

2 (1 +
k

n
)2H−1

and for H ≤ 1/2 we have

(
u

s
)2H−1 ≤ (

n+ k

n
)2H−1 .

So in any case we have

I1b 2 (u − v)2 (1 +
k

n
)2H−1

∫ n

n
2

(u− s)2H−5 ds

2 (u − v)2(1 +
k

n
)2H−1k2H−4.

Using u2H−1 2 (n+ k)2H−1 and the inequality u− s ≥ k + n/2 3 k + n, which
holds for s < n

2 , we have

I1a 2 (u− v)2 (n+ k)2H−1(n+ k)2H−5

∫ n
2

0

s1−2H ds

= (u− v)2 (n+ k)4H−6 n2−2H ≤ (u− v)2 (n+ k)2H−4

≤ (u− v)2 k2H−4.
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For I2a, we apply |uH− 1
2 − vH− 1

2 | 2 (v − u)uH− 3
2 and notice that for s ≤ n/2

we havev − s ≥ k + n/2 3 k + n. We obtain

I2a 2 (n+ k)2H−3

∫ n
2

0

(
(
u

s
)H− 1

2 − (
v

s
)H− 1

2

)2

ds

2 (n+ k)2H−3(u − v)2u2H−3

∫ n
2

0

s1−2H ds

2 (u− v)2(n+ k)4H−6n2−2H .

So

I2a 2 (u− v)2(n+ k)4H−6(n+ k)2−2H ≤ (u − v)2k2H−4 .

Similarly for I2b we have

I2b 2 (u− v)2u2H−3

∫ n

n
2

s1−2H(v − s)2H−3 ds .

It can be seen that∫ n

n
2

s1−2H(v − s)2H−3 ds 2 n1−2H

∫ n

n
2

(v − s)2H−3 ds 2 n1−2Hk2H−2 .

So we get

I2b 2 (u− v)2(1 +
k

n
)2H−1k2H−4 .

Finally for the variance bound (21), we similarly have

E
[(
Yn,k(u)

)2]
=

∫ n

0

(
u

s
)2H−1(u− s)2H−3 ds =

∫ n
2

0

· · ·+
∫ n

n
2

· · · := J1 + J2 ,

We have

J1 2 (n+ k)2H−3

∫ n/2

0

(
u

s
)2H−1 ds 2 (n+ k)4H−4

∫ n/2

0

s1−2H ds

2 (n+ k)4H−4n2−2H
2 (1 +

k

n
)2H−2k2H−2

and

J2 2 (1 +
k

n
)2H−1

∫ n

n/2

(u− s)2H−3 ds 2 (1 +
k

n
)2H−1k2H−2 .

�

4. Super-additivity

In this section we show that {Û(n)}n∈N which is not super-additive in the clas-
sical sense, still possesses a kind of approximate super-additivity that guarantees

the convergence of { Û(n)
n }n∈N.

Theorem 4.1. The sequence { Û(n)
n }n∈N converges to some positive extended real

number λ ∈ [0,+∞].

While {Û(n)}n∈N is not super-additive in general as it is in the Brownian mo-
tion case, we seek some approximate super-additivity. The almost-super-additivity
arguments in [24] were the main inspiration for this section.
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Let {f(n)}n∈N be a sequence of real numbers and {ǫ(n)}n∈N a sequence of non-
negative numbers with the property that

(i) lim
n→∞

ǫ(n)

n
= 0; (ii)

∞∑

n=1

ǫ(2n)

2n
< ∞ .

Then {f(n)}n∈N is called almost super-additive relative to {ǫ(n)}n∈N if

f(n+m) ≥ f(n) + f(m)− ǫ(n+m)

for any n,m ∈ N. We have the following theorem [24, 6]

Theorem 4.2. Let {f(n)}n∈N be almost super-additive relative to {ǫ(n)}n∈N as
defined above.

(1) If supn
f(n)
n < +∞, then limn→∞

f(n)
n exists and is finite.

(2) If supn
f(n)
n = +∞, then { f(n)

n } diverges to +∞.

Lemma 4.3. For any n,m ∈ N we have

Û(n+m+ 1) ≥ Û(n) + Û(m)− cκ,H(m+ n)H
√
log(m+ n) .

Proof of Lemma.
Step 1: Take arbitrary n,m ∈ N and without loss of generality assume that
n ≥ m.
Let An be the event that the number of jumps of the random walk in the time
interval [0, n) is less than Nn defined in (12), and similarly Bm be the event that
the random walk has less than Nm jumps in the interval [n + 1, n + m + 1). Let
also C be the event that the random walk has no jump in the interval [n, n + 1).
We have

(23) Û(m+ n+ 1)− Û(n) ≥ E logEX
( e

∫
n
0

dB
X(t)
t 1An

EX [e
∫ n
0

dB
X(t)
t 1An ]

e
∫

n+m+1
n

dB
X(t)
t 1Bm∩C

)
.

Let F be the sigma field generated by the random walk up to time n. Then the
right-hand-side of the above equation is equal to

(24) E
X

(
e
∫

n
0

dB
X(t)
t 1An

EX [e
∫ n
0

dB
X(t)
t 1An ]

E
X
(
e
∫ n+m+1
n

dB
X(t)
t 1Bm∩C|F

))
.

For any t ≥ n, let X̃(t) := X(t) −X(n). By the Markov property of the random

walk, and then the fact that {X̃(t)}t≥n is independent of F we have

E
X
(
e
∫ n+m+1
n

dB
X(t)
t 1Bm∩C |F

)
= E

X
(
e
∫ n+m+1
n

dB
X(t)
t 1Bm∩C |X(n)

)

= E
X
(
e
∫

n+m+1
n

dB
X̃(t)+X(n)
t 1Bm∩C |X(n)

)

= E
X̃
(
e
∫ n+m+1
n

dB
X̃(t)+X(n)
t 1Bm∩C

)

= E
X̃
(
e
∫

n+m+1
n

dB
X̃(t)+Y
t 1Bm∩C

)
,

where Y := X(n).

Now denote by E
Y
the expectation with respect to the random variable Y with the

following distribution

P(Y = y) = E
X
( e

∫ n
0

dB
X(t)
t 1An

EX [e
∫

n
0

dB
X(t)
t 1An ]

1X(n)=y

)
: y ∈ Z

d.
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So equations (23) and (24) imply

(25)
Û(m+ n+ 1)− Û(n) ≥ E log E

Y
(
E
X̃
(
e
∫

n+m+1
n

dB
X̃(t)+Y
t 1Bm∩C

))

≥ EE
Y
log E

X̃
(
e
∫ n+m+1
n

dB
X̃(t)+Y
t 1Bm∩C

)
.

Step 2: Let {Ŵ x}x∈Zd be a family of independent standard Brownian motions,
which is independent of any random variable introduced so far, in particular in-

dependent of the random walks X(·) and X̃(·), the fractional Brownian motions
{Bx}x∈Zd and hence their corresponding Brownian motions {W x}x∈Zd appearing

in their integral representation. For any x ∈ Z
d define W̃ x

s as

W̃ x
t :=

{
Ŵ x

t for 0 ≤ t ≤ n

W x
t −W x

n + Ŵ x
n for t > n .

It is easily verified that W̃ x is itself a standard Brownian motion.
We define the following family of fractional Brownian motions indexed by Z

d

(26) B̃x
t :=

∫ t

0

KH(t, s)dW̃ x
s .

It is clear that for t ≥ n

(27) B̃x
t =

∫ n

0

KH(t, s)dŴ x
s +

∫ t

n

KH(t, s)dW x
s .

Now let {ti}i, ti ≥ n+1, be the jump times of the random walk after time t = n+1,
and for every i let xi be the position of the random walk in the time interval [ti, ti+1).

Then by (27) and noting Bx
t =

∫ t

0
KH(t, s)dW x

s we have

∫ n+m+1

n+1

dB
X̃(t)+Y
t =

∫ n+m+1

n+1

dB̃
X̃(t)+Y
t +∆X ,

where

∆X :=
∑

i

∫ n

0

(
KH(s, ti+1)−KH(s, ti)

)
dW xi

s

−
∑

i

∫ n

0

(
KH(s, ti+1)−KH(s, ti)

)
dW̃ xi

s .

By the definition of KH and using the stochastic Fubini we have
∫ n

0

(
KH(s, ti+1)−KH(s, ti)

)
dW xi

s = cH

∫ n

0

∫ ti+1

ti

(u− s)H− 3
2 (

u

s
)H− 1

2 du dW xi
s

= cH

∫ ti+1

ti

∫ n

0

(u− s)H− 3
2 (

u

s
)H− 1

2 dW xi
s du

= cH

∫ ti+1

ti

Y xi
n (u) du ,

and similarly
∫ n

0

(
KH(s, ti+1)−KH(s, ti)

)
dW̃ xi

s = cH

∫ ti+1

ti

Ỹ xi
n (u) du ,
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where

Ỹ xi
n (u) =

∫ n

0

(u− s)H− 3
2 (

u

s
)H− 1

2 dW̃ xi
s .

Hence we have

∆X = cH

∫ n+m+1

n+1

Y X(u)
n (u) du− cH

∫ n+m+1

n+1

Ỹ X(u)
n (u) du .

So under the event An ∩ Bm, ∆X is bounded from below as follows

∆X ≥ cH

m∑

k=1

inf
|x|≤Nn+Nm

u∈[n+k,n+k+1]

Y x
n (u)− cH

m∑

k=1

sup
|x|≤Nn+Nm

u∈[n+k,n+k+1]

Ỹ x
n (u) .

Also, under the event An ∩ C we have
∫ n+1

n

dB
X̃(t)+Y
t = BY

n+1 −BY
n

≥ inf
|y|≤Nn

(By
n+1 −By

n) .

So under the event An ∩ C ∩ Bm we have
∫ n+m+1

n

dB
X̃(t)+Y
t =

∫ n+1

n

dB
X̃(t)+Y
t +

∫ n+m+1

n+1

dB̃
X̃(t)+Y
t +∆X

≥
∫ n+m+1

n+1

dB̃
X̃(t)+Y
t + inf

|y|≤Nn

(By
n+1 −By

n)

+ cH

m∑

k=1

inf
|x|≤Nn+Nm

u∈[n+k,n+k+1]

Y x
n (u)− cH

m∑

k=1

sup
|x|≤Nn+Nm

u∈[n+k,n+k+1]

Ỹ x
n (u) .

Step 3: Plugging this inequality into Equation (25) we get

Û(m+ n+ 1)− Û(n) ≥ EE
Y
log E

X̃
(
e
∫ n+m+1
n+1

dB̃
X̃(t)+Y
t 1Bm∩C

)

+ E inf
|y|≤Nn

(By
n+1 −By

n) + cH

m∑

k=1

E inf
|x|≤Nn+Nm

u∈[n+k,n+k+1]

Y x
n (u)

− cHE

m∑

k=1

sup
|x|≤Nn+Nm

u∈[n+k,n+k+1]

Ỹ x
n (u)

For t ≥ n+ 1, let X ′(t) := X(t)−X(n+ 1). Then we have

EE
Y
log E

X̃
(
e
∫ n+m+1
n+1

dB̃
X̃(t)+Y
t 1Bm∩C

)

= EE
Y
log E

X̃
(
e
∫ n+m+1
n+1

dB̃
X′(t)+Y
t 1Bm∩C

)

= EE
Y
log E

X′(
e
∫

n+m+1
n+1

dB̃
X′(t)+Y
t 1Bm

)
+ logP(C) .

Let Ĝ[0,n] be the sigma field generated by {Ŵ x
s ; s ∈ [0, n] , x ∈ Z

d} and G[n,∞) the

sigma field generated by {W x
s −W x

n ; s ∈ [n,∞) , x ∈ Z
d}. Also denote by Go the

sigma field generated by {W x
s ; s ∈ [0, n] , x ∈ Z

d}. Clearly G1 is independent of

Go. It is evident that for any t ≥ n the process B̃x
t is measurable with respect to

G1 := Ĝ[0,n] ∨ G[n,∞) where ∨ denotes the smallest sigma field containing the both.
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So
∫ n+m+1

n+1 dB̃
X̃(t)+y
t is also measurable with respect to G1.

Using the notation f(Y ) := log E
X′(

e
∫

n+m+1
n+1

dB̃
X′(t)+Y
t 1Bm

)
, we have

EE
Y
[f(Y )] = EE

X
[ e

∫ n
0

dB
X(t)
t 1An

EX [e
∫

n
0

dB
X(t)
t 1An ]

f(Y )
]

= E
X
[
E
( e

∫
n
0

dB
X(t)
t 1An

EX [e
∫ n
0

dB
X(t)
t 1An ]

)
E
(
f(Y )

)]
.

where we used the fact that
e
∫n
0 dB

X(t)
t 1An

EX [e
∫n
0

dB
X(t)
t 1An ]

is measurable with respect to Go and

hence independent of f(Y ). But for every y ∈ Z
d, the random variable f(y) =

E
X′(

e
∫ n+m+1
n+1

dB̃
X̃(t)+y
t 1Bm

)
has the same distribution as E

X
(
e
∫m
0

dB
X(t)
t 1Am

)
. So

we have

E[f(Y )] = E log E
X
(
e
∫

m
0

dB
X(t)
t 1Am

)
= Û(m) .

Hence we get the following conclusion

(28) Û(m+ n+ 1)− Û(n) ≥ Û(m)− ǫ̂(n,m) ,

where

(29)

ǫ̂(n,m) := −E inf
|y|≤Nn

(By
n+1 −By

n)− cH

m∑

k=1

E inf
|x|≤Nn+Nm

u∈[n+k,n+k+1]

Y x
n (u)

− log P(C) + cHE

m∑

k=1

sup
|x|≤Nn+Nm

u∈[n+k,n+k+1]

Ỹ x
n (u)

= E sup
|y|≤Nn

(By
n+1 −By

n) + cH

m∑

i=1

E sup
|x|≤Nn+Nm

u∈[n+k,n+k+1]

Y x
n (u)

− log P(C) + cHE

m∑

k=1

sup
|x|≤Nn+Nm

u∈[n+k,n+k+1]

Ỹ x
n (u) .

Step 4: We are going to bound the terms in (29) applying Dudley’s theorem 1.4.
For the first term we use the fact from elementary probability [15] that expected-
value of the maximum of n centered Gaussian random variables is bounded by
σ
√
2 logn where σ2 is the maximum of their variances . As var(By

n+1 − By
n) = 1

for any y and n, we have

(30) E sup
|y|≤Nn

(By
n+1 −By

n) ≤
√
2 logNn ≤ c′κ,H

√
log n ,

where c′κ,H is a positive constant that only depends on κ and H .

For l ∈ N
≥1, let {ui}li=1 be the l equally-spaced points on the interval (n+k, n+

k+1). Then for any u ∈ [n+k, n+k+1] there exists a ui with |u−ui| ≤ 1
2l . Using

proposition 3.1 on the Lipschitz continuity of Yn and noting that k ≤ m ≤ n, for
every x ∈ Z

d we have

E
[
Y x
n (u)− Y x

n (ui)
]2 ≤ cHk2H−4 (u− ui)

2 ≤ cHk2H−4 1

(2l)2
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and

E
(
Y x
n (u)

)2 ≤ CHk2H−2 ,

where cH and CH are some positive constants that depend only on H . This means
that for 0 < ε < c′HkH−2, where c′H :=

√
cH/2, we can cover

{Y x
n (u) ; u ∈ [n+ k, n+ k + 1], x ∈ Z

d, |x| ≤ Nn +Nm}

by (Nn +Nm)
c′HkH−2

ε balls of radius ε.

For c′HkH−2 ≤ ε < C′
HkH−1, where C′

H :=
√
2CH , this set can be covered by Nn +

Nm ε-balls. And finally for ε ≥ C′
HkH−1, the whole set can be cover with one single

ball. So by Dudley’s theorem 1.4 we have

E sup
|x|≤Nn+Nm

u∈[n+i,n+i+1]

Y x
n (u) ≤ K

∫ c′HkH−2

0

√
log

(
(Nn +Nm)

c′HkH−2

ε

)
dε

+K

∫ C′
HkH−1

c′HkH−2

√
log(Nn +Nm) dε

≤ kH−1c′′κ,H
√
log(n+m) .

So

(31)

m∑

k=1

E sup
|x|≤Nn+Nm

u∈[n+i,n+i+1]

Y x
n (u) ≤ c′′κ,H

√
log(n+m)

m∑

k=1

kH−1

≤ c′′κ,HmH
√
log(n+m) .

In the same way we have

(32)

m∑

k=1

E sup
|x|≤Nn+Nm

u∈[n+i,n+i+1]

Ỹ x
n (u) ≤ c′′κ,HmH

√
log(n+m) .

As we additionally have P(C) = e−κ, by Equations (29), (30), (31), and (32) we
obtain the following inequality

ǫ̂(n,m) ≤ cκ,HmH
√
log(n+m) .

This inequality along with Equation (28) completes the proof. �

Proof of Theorem 4.1. Applying the above lemma we can easily see that {Û(n −
1)}n∈N is almost-super-additive with respect to ǫ(n) := cκ,HnH

√
log(n). Then

theorem 4.2 implies that { Û(n−1)
n }n∈N converges to some positive extended real

number and hence so does { Û(n)
n }n∈N. �

5. Quenched Limits

In this section we consider the quenched limits.
We introduce the following notation:

û(t) := E
X
[
e
∫

t
0
dBX(s)

s 1At

]
and Û(t) := E log û(t)

where At is the same event defined after Eq. (12). Recall also the definition of u(t)
from Eq. (5).
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In the first proposition we show that the convergence of { Û(n)
n }n∈N to a strictly

positive number λ implies the convergence of { log û(n)
n }n∈N to λ. Then in the second

proposition, we show that this in its turn implies the convergence of { log u(t)
t }t∈R>0

to λ as t goes off to +∞. In the following proof we use arguments from the
Malliavin calculus. The use of Malliavin calculus to obtain concentration in the
polymer literature has appeared in earlier publications; see for examples [22, 3].

Proposition 5.1. For any function f : R>0 → R
>0 that grows at least as fast as

a linear function, we have

lim
n→∞
n∈N

( Û(n)

f(n)
− log û(n)

f(n)

)
= 0 almost surely.

Proof. We will apply theorem 1.3 which provides concentration bounds on Malliavin
derivable random variables.
For X(·), an arbitrary but fixed sample path of the random walk and t ∈ R, let
gXt : R×Z

d −→ R be the function defined as

gXt (s, x) := 1[0,t](s)1X(s)(x).

With the notions introduced in Section 1 it can be easily seen that gXt is in H and
moreover

B(gXt ) =

∫ t

0

dBX(s)
s ,

which shows that

∇
∫ t

0

dBX(s)
s = gXt .

Hence we have

∇û(n) = E
X
[
e
∫

n
0

dBX(s)
s 1An gXn

]

and

∇
(
log û(n)

)
=

1

û(n)
∇û(n) =

1

û(n)
E
X
[
e
∫ n
0

dBX(s)
s 1An gXn

]
.

For X1(·) and X2(·), independent random walks having the same law as X(·), we
have

||∇û(n)||2H =
〈
E
X
[
e
∫ n
0

dBX(s)
s 1An gXn

]
, EX

[
e
∫ n
0

dBX(s)
s 1An gXn

]〉
H

=
〈
E
X1

[
e
∫

n
0

dBX1(s)
s 1A1

n
gX1
n

]
, EX2

[
e
∫

n
0

dBX2(s)
s 1A2

n
gX2
n

]〉
H

= E
X1E

X2

[
e
∫

n
0

dBX1(s)
s 1A1

n
e
∫

n
0

dBX2(s)
s 1A2

n
〈gX1

n , gX2
n 〉H

]

≤ E
X1E

X2

[
e
∫ n
0

dBX1(s)
s 1A1

n
e
∫ n
0

dBX2(s)
s 1A2

n
||gX1

n ||H ||gX2
n ||H

]

≤
(
E
X
(
e
∫

n
0

dBX(s)
s 1An ||gXn ||H

))2

.

But we have

||gXn ||2H = E
(∫ n

0

dBX(s)
s

)2
.

So for H > 1/2 we have

||gXn ||2H ≤ n2H ,
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and for H ≤ 1/2 and under An

||gXn ||2H ≤ Nn(
n

Nn
)2H ≤ n (ρκ)1−2H .

The fact that ||gXn ||H has an upper bound that doesn’t depend on the random walk
leads to the following bound

||∇
(
log û(n)

)
||2 ≤ ||gXn ||2H.

So by theorem 1.3 we have

P
(∣∣log û(n)− Û(n)

∣∣ > 2nH
√
logn

)
≤ 2e−2 logn = 2n−2.

As the right-hand-side of this inequality is summable we can apply Borel-Cantelli
lemma to conclude that almost surely there exists N such that for any n ∈ N with
n ≥ N we have ∣∣log û(n)− Û(n)

∣∣ ≤ 2nH
√
logn ,

which along with the assumption on the growth rate of f(·) implies the almost sure
limit

lim
n→∞

log û(n)

f(n)
− Û(n)

f(n)
= 0 almost surely.

�

Proposition 5.2. For any real positive function f : R>0 → R
>0 which satisfies

α|s− t| ≤ |f(s)− f(t)| ≤ β|s− t|p for some fixed positive numbers α, β and p, we
have

lim sup
t→∞

log u(t)

f(t)
= lim sup

n→∞
n∈N

log û(n)

f(n)
almost surely,

and

lim inf
t→∞

log u(t)

f(t)
= lim inf

n→∞
n∈N

log û(n)

f(n)
almost surely.

Proof.
Step 1: For l, n ∈ N

≥1, let {ti}li=1 be the l uniformly spaced points on the interval
(n− 1, n). It is evident that for any x ∈ Z

d and for any t ∈ [n− 1, n], there exists
a ti with |t− ti| ≤ 1

2l . Then we have

E

(
(Bx

t −Bx
n)− (Bx

ti −Bx
n)
)2

= E

(
Bx

t −Bx
ti

)2

=
1

(2l)2H
.

So for 0 < ε < 2−H we can cover the set {Bx
t − Bx

n ; t ∈ [n − 1, n]} by l = 1
2ε1/H

ε-balls and for 2−H ≤ ε the whole set can be covered by a single element. So by
Dudley’s theorem we have

E

(
sup

n−1≤t≤n
(Bx

t −Bx
n)
)
≤ K

∫ 2−H

0

√
log

1

2ε1/H
= K1 ,

where K and K1 are some universal constants.
We also have E(Bx

t − Bx
n)

2 ≤ 1 for every t ∈ [n − 1, n]. So by Borell’s inequality
1.5, for any k ∈ N and any n large enough we have

P
(

sup
n−1≤t≤n

(Bx
t −Bx

n) ≥ (k + 2)(d+ 1) logn
)

≤ e−2(k+2)(d+1) log n = n−2(k+2)(d+1) .
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So

P
( ⋃

|x|≤Nnnk

{ sup
n−1≤t≤n

(Bx
t −Bx

n) ≥ (k + 2)(d+ 1) logn}
)

≤ (2Nnn
k + 1)dn−(k+2)(d+1) ≤ n−(k+2) ,

and hence

P
(⋃

k∈N

⋃

|x|≤Nnnk

{ sup
n−1≤t≤n

(Bx
t −Bx

n) ≥ (k + 2)(d+ 1) logn}
)

≤
∑

k

n−(k+2) ≤ 2n−2 .

By Borel-Cantelli lemma, almost surely there exists N1 such that for any n ≥ N1

and for every k ∈ N we have

sup
|x|≤Nnnk

sup
n−1≤t≤n

(Bx
t −Bx

n) ≤ (k + 2)(d+ 1) logn

which is equivalent to

(33) inf
|x|≤Nnnk

inf
n−1≤t≤n

(Bx
n −Bx

t ) ≥ −(k + 2)(d+ 1) logn .

Using the same procedure we can easily show that almost surely there exists N2

such that for any n ≥ N2 we have

(34) inf
|x|≤Nn

inf
n−1≤t≤n

(Bx
t −Bx

n−1) ≥ − logn .

Step 2: For any given t ∈ R
>0 and k ∈ N, let n := ⌈t⌉ (the ceiling of t), i.e. the

smallest integer not larger than or equal to t, and define At,k as the event that the
number of jumps of the random walk on [0, t] is larger than or equal to Nnn

k but
strictly less than Nnn

k+1. We use the following notations

(35) ûk(t) := E
X
[
e
∫ t
0
dBX(s)

s 1At,k

]
,

and

(36) û(t) := E
X
[
e
∫

t
0
dBX(s)

s 1At

]
.

For any given n ∈ N
≥1 and k ∈ N:

For H > 1/2 we have

Eûk(n) = E
X
[
1An,k

Ee
∫ n
0

dBX(s)
s

]
≤ P(An,k)e

1
2n

2H

As in this case Nn = n2, by the Poisson tail probability bound (14) we have

P(An,k) ≤ (
eκn

nk+2
)n

k+2

.

For H ≤ 1/2 we have

Eûk(n) = E
X
[
1An,k

Ee
∫

n
0

dBX(s)
s

]
≤ E

[
1An,k

e
1
2J(

n
J )2H

]

≤ P(An,k)e
1
2Nnn

k+1( n

Nnnk+1 )2H

,

where J is the number of jumps of the random walk on [0, n].
For this case Nn = ⌊ρκn⌋, hence applying the Poisson tail probability bound (14)
we have

P(An,k) ≤ (
eκn

ρκnk+1
)ρκn

k+1

.
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So in both cases, for n large enough and every k ∈ N we have

Eûk(n) ≤ e−2nk+2

.

So by Markov’s inequality, for n large enough and every k ∈ N we have

P
(
ûk(n) ≥ e−nk+2

e−(k+1)(d+1) logn
)
≤ n−(k+2) ,

and hence

P
(⋃

k∈N

{ûk(n) ≥ e−nk+2

e−(k+1)(d+1) logn}
)
≤ 2n−2 .

As the right hand side of this inequality is summable, Borel-Cantelli lemma implies
that almost surely there exists N3 such that for any n ≥ N3 and for any k ∈ N we
have

(37) ûk(n) ≤ e−nk+2

e−(k+1)(d+1) logn .

Step 3: Let t ∈ R
>0 be a given number with t ≥ max{N1, N2, N3}. Define again

n := ⌈t⌉.
For any t1, t2 ∈ R

>0, let Ct1,t2 be the event that the random walk has no jump
in the time interval [t1, t2]. Using Equation (33), for any k ∈ N, we have

ûk(n) ≥ E
X
[
e
∫ n
0

dBX(s)
s 1At,k

1Ct,n

]

≥ einf|x|≤Nnnk+1 infn−1≤t≤n(B
x
n−Bx

t )E
X
[
e
∫

t
0
dBX(s)

s 1At,k
1Ct,n

]

≥ e−(k+3)(d+1) logn
E
X
[
e
∫

t
0
dBX(s)

s 1At,k
1Ct,n

]

= e−(k+3)(d+1) logn P(Ct,n) ûk(t) .

Hence, using Equation (37), we obtain the following inequality for any k ∈ N

(38) ûk(t) ≤ eκe(k+3)(d+1) logn ûk(n) ≤ e−nk+3

eκ ≤ eκe−n2(k+1) .

In a similar way, using Equation (34) we get

(39) û(t) ≤ eκelogn û(n) = neκ û(n) ,

and

(40) û(t) ≥ e−κe− logn û(n− 1) ,

which are valid for any k ∈ N.
So using Definitions (35) and (36), and applying Inequalities (40), (38), and (39)

we have

u(t) = û(t) +

∞∑

k=0

ûk(t) ≤ neκ û(n) + eκ
∞∑

k=0

e−n2(k+1) ≤ neκ û(n) + eκe−n2

So applying this inequality along with Equation (40), and noting the inequality
log(α+ 1) ≤ α, we get

log û(n− 1)− δn ≤ log u(t) ≤ log û(n) + ∆n ,

where

∆n := κ+ logn+
1

n û(n)en2 and δn := κ+ log n .

In the next section, in Theorem 6.1, we show that { log û(n)
n }n converges to some

strictly positive number (possibly +∞ for H > 1/2). Hence ∆n

f(n) converges to zero
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as n → +∞. The convergence of δn
f(n) to zero as n → +∞ is also trivial. This

completes the proof. �

6. Lower Bound

In this section we prove the positivity of λ = lim Û(n)
n for any H ∈ (0, 1) and

κ > 0.

Theorem 6.1. λ = limn→∞
Û(n)
n is strictly positive for every H ∈ (0, 1) and κ > 0.

The following well-known property of simple random walk on Z plays a vital role
in our argument (for a proof see e.g. [10]).

Lemma 6.2 (First return to the origin). Let {Sn}n be a discrete-time random walk
on Z starting off the origin, i.e. Sn =

∑n
k=1 Xk where Xi ∈ {−1,+1} and S0 = 0.

Let ν2m be number of different paths for the random walk to visit the origin for the
first time at time 2m, i.e. S2m = 0 but Sk 6= 0 for every k ∈ {1, · · · , 2m− 1}. The
we have

ν2m =
1

2m− 1

(
2m

m

)

Proof of Theorem 6.1. For the d-dimensional simple random walk X(·) on Z
d, Let

πi be the projection to the i-th coordinate; In other words if X = (xi)i, then for
each i we have xi := πioX .

Let T := 2md/κ with m ∈ N
≥1. For any k ∈ N, let Bk be the event that

the random walk X(·) has the following property: for every i ∈ {1, · · · , d}, the i-th
projection, i.e. πioX be zero at time kT , make exactly 2m jumps in the time interval(
kT, (k + 1)T

)
and at its 2m-th jump returns to zero for the first time. It is clear

that then for each i, πioX doesn’t change sign in the time interval
(
kT, (k + 1)T

)
.

We have

Û(nT )

nT
≥ 1

nT
E logEX

(
e
∫ nT
0

dBX(s)
s

n−1∏

k=0

1Bk

)
.

Using Markov property inductively, we have

E logEX
(
e
∫

nT
0

dBX(s)
s

n−1∏

k=0

1Bk

)
=

n−1∑

k=0

E logEX
(
e
∫ (k+1)T
kT dBX(s)

s 1Bk

∣∣∣X(kT ) = 0
)
.

So we have

Û(nT )

nT
≥ 1

nT

n−1∑

k=0

E logEX
(
e
∫ (k+1)T
kT

dBX(s)
s 1Bk

∣∣∣X(kT ) = 0
)

=
1

T
E logEX

(
e
∫ T
0

dBX(s)
s 1B0

)

where we have used the time invariance of the random walk and the random envi-
ronment, i.e. the fBm’s.
Taking the limit when n goes to ∞ we obtain

λ ≥ 1

T
E logEX

(
e
∫ T
0

dBX(s)
s 1B0

)
.

So it suffices to show the positivity of the right-hand-side of this inequality.
Let D be the set of all possible paths of a 2md-step discrete-time random walk on

Z
d started at the origin with the property that its projection over each coordinate
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makes exactly 2m jumps the last of which (the 2m’th jump) is a first return to
the zero site of that coordinate. As B0 is an event that concerns only the number
and direction of jumps of the random walk, NOT its jump times, conditional on
the number of jumps it is independent of the jump times. Let E

t denote the
expectation with respect to the jump times when the number of jumps is 2md, i.e.
expectation with respect to the jump times t1, · · · , t2md distributed uniformly on
a 2md-dimensional simplex (in other words, t1, · · · , t2md is the ascending list of
2md uniformly distributed points on (0, T )). Let also pm be the probability that a
simple random walk has 2md jumps in the time interval [0, T ].
We have

E
X
(
e
∫ T
0

dBX(s)
s 1B0

)
= pm

1

(2d)2md

∑

j∈D

E
t

(
e
∫ T
0

dB
Xj(s)
s

)
.

where Xj is a continuous-time random walk Z
d whose skeleton (i.e. the sequence

of the sites it visits) is the same as j ∈ D. For each path j in D it is evident that
−j ∈ D. So let D/2 be a subset of D with the property that from each pair (j,−j)
contains only one; In other words it is the equivalence class of D under the relation
j ∼ i ⇐⇒ j = ±i. Then we have

E
X
(
e
∫

T
0

dBX(s)
s 1B0

)
= pm

1

(2d)2md

∑

j∈D/2

E
t

(
e
∫

T
0

dB
Xj(s)
s + e

∫
T
0

dB
−Xj(s)
s

)
,

hence

E logEX
(
e
∫

T
0

dBX(s)
s 1B0

)

= log pm + E log
1

(2d)2md

∑

j∈D/2

E
t

(
e
∫

T
0

dB
Xj(s)
s + e

∫
T
0

dB
−Xj(s)
s

)

≥ log pm +
2

|D|
∑

j∈D/2

E
t
E log

|D|
(2d)2md+1

(
e
∫ T
0

dB
Xj(s)
s + e

∫ T
0

dB
−Xj(s)
s

)

= log pm + log
|D|

(2d)2md+1
+

2

|D|
∑

j∈D/2

E
t
E log

(
e
∫

T
0

dB
Xj(s)
s + e

∫
T
0

dB
−Xj(s)
s

)
.

If Y1 :=
∫ t2md

t1
dB

Xj(s)
s and Y2 :=

∫ t2md

t1
dB

−Xj(s)
s we have

e
∫ T
0

dB
Xj(s)
s + e

∫ T
0

dB
−Xj(s)
s = e

∫ t1
0 dB

Xj(s)
s +

∫
T
t2md

dB
Xj(s)
s (eY1 + eY2)

≥ e
∫ t1
0 dB

Xj(s)
s +

∫ T
t2md

dB
Xj(s)
s emax{Y1,Y2}.

As Y1 and Y2 are independent identically-distributed zero-mean normal random
variables we have

Emax{Y1, Y2} = E
( |Y1 − Y2|+ Y1 + Y2

2

)
=

σ√
π
,

where σ2 is the variance of Y1. So we have

E
t
E log

(
e
∫

T
0

dB
Xj(s)
s + e

∫
T
0

dB
−Xj(s)
s

)
≥ E

t(σ/
√
π) .

Let ∆ := t1 + (T − t2md), i.e. the total amount of time that the random walk
spends at the origin during the time interval [0, T ]. As t1, · · · t2md are uniformly
distributed in (0, T ), it is clear that Et(∆) = 2 T

2md+1 .
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•WhenH ≤ 1/2, as the increments are negatively correlated (property 1.1), staying
in a single site gives a lower bound on the variance, i.e. σ2 ≥ (T − ∆)2H . Using
the inequality αH ≥

(
α
T

)
TH which holds for any 0 ≤ α ≤ T and 0 < H < 1 we

have σ ≥
(
T−∆
T

)
TH . Hence

E
t(σ) ≥ E

t
(T −∆

T

)
TH =

2md− 1

2md+ 1
TH ≍ mH .

•When H > 1/2, as the increments are positively correlated (property 1.1), visiting
every site no more than once gives a lower bound on the variance, i.e. σ2 ≥∑2md

i=2 (ti − ti−1)
2H . Also note that the function x2H is convex for H > 1/2 and

hence for any αi ≥ 0, i = 1, · · · , N we have

N∑

i=1

α2H
i ≥ N

( 1

N

N∑

i=1

αi

)2H
.

So we have

E
t(σ) ≥ E

t

√√√√
2md∑

i=2

(ti − ti−1)2H

≥ E
t

√√√√(2md− 1)1−2H
(2md∑

i=2

(ti − ti−1)
)2H

= (2md− 1)1/2−H
E
t
(2md∑

i=2

(ti − ti−1)
)H

≥ (2md− 1)1/2−H
E
t
(∑2md

i=2 (ti − ti−1)

T

)
TH

≥ (2md− 1)1/2−H
(2md− 1

2md+ 1

)
TH ≍

√
m.

where we have used once again the inequality αH ≥
(
α
T

)
TH .

Hence we showed that

E logEX
(
e
∫

T
0

dBX(s)
s 1B0

)
≥ log pm + log

|D|
(2d)2md+1

+ Cmγ ,

where C is some positive constant and γ := 1/2 for H > 1/2 and γ := H for
H ≤ 1/2.

pm is the probability that a Poisson random variable of mean κT = 2md has
2md jumps. So by Stirling’s formula [21] we have

pm = e−2md (2md)2md

(2md)!
≥ 1

2e
√
πmd

hence

log pm ≍ − logm.

For determining |D|, first we notice that there are
(

2md
2m ··· 2m

)
= (2md)!

(2m)!d different

ways of distributing the 2md jumps uniformly between the d coordinates. For each
i = 1, · · · , d, there are ν2m different possible excursions for πioX such that it starts
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from zero, makes 2d jumps and at its 2d-th jump returns to zero for the first time.
So we have

|D| = (2md)!

(2m)!d
νd2m =

(2md)!

(2m)!d
(2m)!d

(m)!2d
1

(2m− 1)d
=

(2md)!

(m)!2d
1

(2m− 1)d
.

Again, by Stirling’s formula we have

(2md)!

(m)!2d
≍ (2d)2md

m2d−1/2
,

and hence

log
|D|

(2d)2md+1
≍ − logm.

This shows that

E logEX
(
e
∫ T
0

dBX(s)
s 1B0

)
≥ −C1 logm+ Cmγ ,

which guarantees the positivity of this expression for m large enough and hence
completing the proof. �

7. Upper Bound

In this section we establish an upper bound on Û(T ). For H ≤ 1/2, we obtain
an upper bound that is linear in T , which shows that λ is finite. For H ≥ 1/2 the

problem is much more complicated and we have only been able to prove that Û(T )

and hence U(T ) grow at most like T
√
log(T ).

Theorem 7.1. For H ≤ 1/2, the limit limT→∞
Û(T )
T = λ is finite.

Proof. By convexity of log and using Jensen’s inequality and then by the negative
correlation of the fBms’ increments (property 1.1), we have

Û(T ) ≤ logEX
(
E e

∫ T
0

dBX(s)
s 1AT

)

= logEX
(
e

1
2 var(

∫
T
0

dBX(s)
s )1AT

)

≤ logEX
(
e

1
2

∑n
i=0(ti+1−ti)

2H

1AT

)
,

where {ti}i are the jump times of the random walk X(·) in (0, T ), including the
end points, and n is the number of jumps. Then as the function x2H is concave, by
Jensen’s inequality we have

1

n+ 1

∑

i

(△ti)
2H ≤

(∑
i △ti

n+ 1

)2H

=
( T

n+ 1

)2H

.

But under the event AT , the number of jumps is smaller than NT = ρT . So

Û(T ) ≤ logEX
(
e

1
2 (n+1)1−2HT 2H

1AT

)

≤ logEX
(
e

1
2 (ρT+1)1AT

)

≤ 1

2
(ρT + 1).

This shows that λ = limT→∞
Û(T )
T is finite. �

When H > 1/2, we apply a more elaborate method.
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Theorem 7.2. For H > 1/2, we have Û(n) 2 n
√
logn.

Proof. We chop up the interval [0, n] into subintervals {[l, l+1]}n−1
l=0 and decompose

each integral
∫ l+1

l
dB

X(s)
s into two parts: the residue part that comes from the

Brownian motions contributions up to time l − 1, and the innovation part that
comes from the Brownian motions contributions from the interval [l− 1, l+1]. We
expect the innovation part to be the main contribution to the integral, and the
residue part to be reasonably small.

We begin by the Volterra representation (9) of a fBm. For l ∈ N
≥2 and l ≤ t1 <

t2 ≤ l+ 1, we have

(41) Bt2 −Bt1 =

∫ l−1

0

(
KH(t2, s)−KH(t1, s)

)
dWs + Zt2 − Zt1 ,

where

(42) Zt :=

∫ t

l−1

KH(t, s)dWs .

For 0 ≤ t ≤ 2 we also define Zt by

(43) Zt :=

∫ t

0

KH(t, s)dWs .

Applying the stochastic Fubini theorem [19] to the first right-hand-side term of (41)
we have
(44)∫ l−1

0

(
KH(t2, s)−KH(t1, s)

)
dWs = cH

∫ l−1

0

∫ t2

t1

(u− s)H− 3
2 (

u

s
)H− 1

2 du dWs

=

∫ t2

t1

Yl(u) du ,

where

(45) Yl(u) := cH

∫ l−1

0

(u− s)H− 3
2 (

u

s
)H− 1

2 dWs .

Applying this procedure to the family {Bx}x∈Zd , there exists a family of inde-
pendent standard Brownian motions {W x}x∈Zd such that

Bx
t =

∫ t

0

KH(t, s) dW x
s .

So for each site x ∈ Z
d, the processes Y x

l and Zx can be defined as above.

Back to the integral
∫ n

0
dB

X(s)
s , it can be easily verified that

(46)

∫ n

0

dB
X(t)
t =

∫ n

0

dZ
X(t)
t +

n−1∑

l=2

∫ l+1

l

Y
X(t)
l (t)dt .

We will show that the first term grows linearly in n and the second term grows no
faster than n

√
logn.

For
∫ n

0
dZ

X(t)
t , the idea is that by adjoining some terms to it we may turn it

into a summation of mostly independent terms and hence getting a linear upper

bound. Indeed, let {W̃ l,x}x∈Zd, l∈N be a family of independent standard Brownian
motions, independent of any process introduced so far, in particular independent of
the random walk X(.), the fractional Brownian motions {Bx}x∈Zd and hence their
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corresponding Brownian motions {W x}x∈Zd appearing in their integral representa-

tion. For any l ∈ N
≥2 and x ∈ Z

d define Ŵ l,x as

Ŵ l,x :=

{
W̃ l,x

s for s ∈ [0, l− 1]

W x
s −W x

l−1 + W̃ l,x
l−1 for s ∈ (l − 1,∞) .

and for l = 0, 1, define Ŵ l,x := W x.

It is easily verified that Ŵ l,x is itself a standard Brownian motion and hence the
following expression

(47) B̂l,x
t :=

∫ t

0

KH(t, s)dŴ l,x
s =

∫ l−1

0

KH(t, s)dW̃ l,x
s +

∫ t

l−1

KH(t, s)dW x
s ,

is a fractional Brownian motion of Hurst parameter H .
Note also that for any x ∈ Z

d and l ≤ t < l + 1, we have

Zx
t =

∫ t

l−1

KH(t, s)dW x
s .

By the same procedure as in equations (41) through (45), for any t ∈ [l, l + 1)
we have ∫ l+1

l

dZ
X(t)
t =

∫ l+1

l

dB̂
l,X(t)
t −

∫ l+1

l

Ŷ
X(t)
l (t)dt ,

where

Ŷ x
l (t) := cH

∫ l−1

0

(u− s)H− 3
2 (

u

s
)H− 1

2 dW̃ l,x
s for t ∈ [l, l+ 1) .

We therefore have
∫ n

0

dZ
X(t)
t =

n−1∑

l=0

∫ l+1

l

dB̂
l,X(t)
t −

n−1∑

l=2

∫ l+1

l

Ŷ
X(t)
l (t)dt .

This along with (46) implies that
(48)

∫ n

0

dB
X(t)
t =

n−1∑

l=0

∫ l+1

l

dB̂
l,X(t)
t −

n−1∑

l=2

∫ l+1

l

Ŷ
X(t)
l (t)dt+

n−1∑

l=2

∫ l+1

l

Y
X(t)
l (t)dt .

So we have
(49)

Û(n) = E logEX
(
e
∫

n
0

dB
X(t)
t 1An

)

≤ E logEXe
∑n−1

l=0

∫
l+1
l

dB̂
l,X(t)
t +

n−1∑

l=2

E

(
sup

|x|≤n2

l≤u≤l+1

|Ŷ x
l (u)|+ sup

|x|≤n2

l≤u≤l+1

|Y x
l (u)|

)

.
First we find an upper bound on the first right-hand-side term. Here we need an

easy observation. Let σ̃l be the sigma field generated by {W̃ l,x
s ; s ∈ [0, l− 1] , x ∈

Z
d} and σl be the sigma field generated by {W x

s −W x
l−1 ; s ∈ (l−1, l+1] , x ∈ Z

d}.
It is evident by (47) that for any l ≤ t < l + 1 the process B̂l,x

t is measurable with
respect to σl ∨ σ̃l where ∨ denotes the smallest sigma field containing the both. So∫ l+1

l
dB̂

l,X(t)
t is also measurable with respect to σl ∨ σ̃l. As σl ∨ σ̃l and σk ∨ σ̃k

are independent for |k− l| ≥ 2, this shows that
∫ l+1

l dB̂
l,X(t)
t and

∫ k+1

k dB̂
l,X(t)
t are
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independent for |k − l| ≥ 2. Hence, using the inequality EXY ≤ 1
2 (EX

2 + EY 2),
we have

var

n−1∑

l=0

∫ l+1

l

dB̂
l,X(t)
t ≤ 3

n−1∑

l=0

var

∫ l+1

l

dB̂
l,X(t)
t .

We also notice that

(50) var

∫ l+1

l

dB̂
l,X(t)
t ≤ 1 ,

which follows from the fact that the upper bound is attained when the random
walk stays in a single site for the whole time interval [l, l+ 1) as the increments of
the fBm are positively correlated (property 1.1).

Hence we have

(51)

E

(
e
∑n−1

l=0

∫
l+1
l

dB̂
l,X(t)
t

)
= e

1
2 var

∑n−1
l=0

∫
l+1
l

dB̂
l,X(t)
t

≤ e
3
2

∑n−1
l=0 var

∫
l+1
l

dB̂
l,X(t)
t

≤ e
3
2n ,

Now we turn to the second right-hand-side term of Equation (49).
Applying Dudley’s theorem, for any l ∈ N

≥2 we have

E

(
sup

|x|≤n2

l≤u≤l+1

|Y x
l (u)|

)
≤ K

∫ ∞

0

√
logN(ε) dε ,

where K is a universal constant.
Using proposition 3.1, for any u, v ∈ [l, l + 1] we have

E
[
Yl(u)− Yl(v)

]2
2 (u− v)2.

Particularly the upper bound doesn’t depend on l.
So with the same argument given in Section 4, it follows that there are positive
numbers M1 and M2 depending only on H , such that N(ε) 2 1

ε for 0 < ε ≤ M1,

N(ε) ≍ n2d for M1 ≤ ε < M2 and finally N(ε) = 1 for ε > M2 and. So there exists
a positive constant K1 such that for every l

E

(
sup

|x|≤n2

l≤u≤l+1

|Y x
l (u)|

)
≤ K1

√
logn.

The same is true for Ŷ x
l

E

(
sup

|x|≤n2

l≤u≤l+1

|Ŷ x
l (u)|

)
≤ K2

√
logn.

Hence we have

Û(n) ≤ 3/2n+Kn
√
logn,

where K is a positive constant that doesn’t depend on anything other than H . �
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8. Compact-Space Setup

In this section, we consider the compact-space model studied in [24]. It turns
out that our method to obtain an upper bound on U(t) for the case of independent
sites of Zd, can be modified to give a much stronger upper bound in the compact
set-up. Indeed we show that in the compact setup, U(t) grows linearly in t and
hence u(t) grows exponentially in t. This is in contrast with [24] where its authors

tried to show that U(t) grows at least as fast as t2H

log t . We identified the passage

from (41) to (42) in Section 6.2 of [24] as a probable source of the discrepancy
with our article, which, when combined with other delicate arguments in [24], lead
them to obtain an incorrect lower bound when H > 1/2. In particular, the passage
from (41) to (42) in [24], which is detailed at the bottom of the page where those
equations appear therein, seems to be justified by invoking spatial homogeneity of
the potential W , when in reality the authors of [24] should have investigated the
distribution of the potential W conditional on the past and current values of the
maximized path. In particular, if the maximized path’s increment from time step
k to time step j in their argument happens to be large, then for a W which has a
strong decay of spatial correlation, a modification of their argument can probably
work. But we believe that when this increment is small, the argument is incorrect,
and leads to a bias in the quantitative estimates of the lower bound later in [24].
The fact that this discrepancy occurs for H > 1/2 means that this bias is likely
to manifest itself in a positive way because of the positivity of the increments of
fractional Brownian motion in that case; this is indeed what appears to happen, as
the lower bound in Theorem 6.7 in [24] is larger than it should be.

Replacing Z
d by S1 (unit circle) is equivalent to considering the model on R

with a 2π-periodic covariance function, i.e. a positive semi-definite function Q :
R×R → R such that

Q(x+ 2π, y) = Q(x, y) = Q(x, y + 2π) for every x, y ∈ R .

We additionally assume that Q(x, y) has a positive order Hölder continuity. In
other words there exist positive constants C and α such that

(52) |Q(x, y)− 1

2
Q(x, x) − 1

2
Q(y, y)| ≤ C|x− y|α for every x, y ∈ R .

Now we consider a family of fractional Brownian motions {Bx}x∈R with the fol-
lowing space covariance structure

E
(
Bx

t B
y
s

)
= RH(t, s)Q(x, y) ,

where RH(t, s) is as in (8), i.e.

RH(t, s) :=
1

2
(|t|2H + |s|2H − |t− s|2H) .

Defining {W x}x∈R as a family of standard Brownian motions with space covariance
structure Q(·, ·), i.e. E(W x

t W
y
s ) = min(s, t)Q(x, y), we can easily verify that all the

arguments in the proof of theorem 7.2 up to Equation (46) hold true in this new

setting as well. Then we define {W̃ l,x}x∈Zd, l∈N as a family of standard Brownian
motions independent of all the other random processes involved, with the following
(space) covariance structure:

E
(
W̃ l,x

t W̃ k,y
s

)
= min(s, t) δk(l)Q(x, y) .
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So in particular W̃ l,x’s are independent for different l’s, but are correlated for
different x’s.

We can easily show that with this definition everything goes well until Equation
(49). There we have

(53) U(n) = E logEX
(
e
∫

n
0

dB
X(t)
t

)
≤ E logEXe

∑n−1
l=0

∫
l+1
l

dB̂
l,X(t)
t

+

n−1∑

l=2

E

(
sup
x∈R

l≤u≤l+1

|Ŷ x
l (u)|+ sup

x∈R

l≤u≤l+1

|Y x
l (u)|

)
.

We can easily verify that the arguments following Equation (49) up to Equation
(50) are still valid. Using the fact that the increments of a fBm with a Hurst
parameter larger than half are positively correlated (property 1.1) we have

var

∫ l+1

l

dB̂
l,X(t)
t ≤ M ,

where M := supx,y∈R
Q(x, y). Note that the finiteness of M is guaranteed by

Condition (52). So we have

Ee
∑n−1

l=0

∫ l+1
l

dB̂
l,X(t)
t ≤ e

3
2Mn ,

which establishes a linear upper bound on the first term of the right-hand-side of
Equation (53).

Turning to the second right-hand-side term of Equation (53), we show that basi-
cally the same arguments provide us with a linear upper bound instead ofK n

√
log n

which was the best upper bound we managed to get in the non-compact setting.
Indeed, let W be a standard Brownian motion independent of any process already
defined and let Yl(·) be related to W as in Equation (45). Using the polarization
identity we have [W l,x,W l,y]t = tQ(x, y) where [W l,x,W l,y]t denotes the covaria-
tion of the two Brownian motions [19]. So using Itō’s isometry [19] we have

E
(
Y x
l (u)Y y

l (u)
)
= Q(x, y)E

(
Yl(u)Yl(u)

)
.

Applying proposition 3.1 and Condition (52), for any u, v ∈ [l, l+ 1] we have

E
(
Y x
l (u)− Y y

l (v)
)2 ≤ C

(
|u− v|2 + |x− y|α

)
,

where C only depends on H . In particular it does not depend on l, u, v, x, or y.
Let {xi}mi=1 be the m equally-distanced points in the interval (−π, π) (or equiva-

lently on S1), and {tj}pj=1 be the p equally-distanced points in the interval (l, l+1).

Then with the notation of 1.4, the set of ε-balls centered at {Y xi

l (tj)}i,j cover the

whole of {Y x
l (t)} x∈R

l≤t≤l+1
provided that

√
C
(
( π
m )α + ( 1

2p )
2
)
< ε. So the correspond-

ing N(ε) in Dudley’s theorem is bounded by C1ε
−γ for every ε ≤ ε0 where C1, γ,

and ε0 are strictly positive constants which only depend on H and α. So by Dud-
ley’s theorem, there exists a positive constant K ′

1 which depends only on H and α
such that for every l we have

E

(
sup
x∈R

l≤u≤l+1

|Y x
l (u)|

)
≤ K ′

1 .
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One can easily verify that the same is true for Ŷ x
l :

E

(
sup
x∈R

l≤u≤l+1

|Ŷ x
l (u)|

)
≤ K ′

2.

This establishes an n-linear upper bound on U(n) as claimed.
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